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Executive Summary 
Overview 
Although cyber conflict is no longer considered particularly unusual, significant 
uncertainties remain about the nature, scale, scope and other critical features of it. This 
study addresses a subset of these issues by developing an internally consistent framework 
and applying it to a series of 17 case studies. We present each case in terms of (a) its 
socio-political context, (b) technical features,  (c) the outcome and inferences drawn in 
the sources examined. The profile of each case includes the actors, their actions, tools 
they used and power relationships, and the outcomes with inferences or observations. Our 
findings include: 

• Cyberspace has brought in a number of new players – activists, shady government 
contractors – to international conflict, and traditional actors (notably states) have 
increasingly recognized the importance of the domain.  

• The involvement of the private sector on cybersecurity (“cyber defense”) has been 
critical: 16 out of the 17 cases studied involved the private sector either in attack 
or defense. 

• All of the major international cyber conflicts presented here have been related to 
an ongoing conflict (“attack” or “war”) in the physical domain. 

• Rich industrialized countries with a highly developed ICT infrastructure are at a 
higher risk concerning cyber attacks. 

• Distributed Denial of Service (DDoS) is by far the most common type of cyber 
attack. 

• Air-gapped (not connected to the public Internet) networks have not been exempt 
from attacks. 

• A perpetrator does not need highly specialized technical knowledge to intrude 
computer networks. 

• The potential damage of a cyber strike is likely to continue increasing as the 
Internet expands. 



	
  

• The size of the actor under attack could have an influence on its ability to deter 
the attackers with actions in the physical world. 

• The entrance barriers (including the monetary cost) for any actor to get involved 
in a conflict seem to be much lower in the cyber domain than in the physical 
domain. 

• Accountability on the Internet is difficult, and gets further obscured when the 
attacks transcend national borders. This fact has probably made cyber attacks 
desirable for major military powers such as China, Russia and the United States. 

 
In many ways, this paper is a re-analysis of the case studies set presented on A Fierce 
Domain: Conflict in Cyberspace, 1986 to 2012 recently published by the Atlantic 
Council. In addition, we draw upon other materials (academic and media) to expand our 
understanding of each case, and add several cases to the original collection resulting in a 
data set of 17 cyber conflict, spanning almost three decades (1985-2013). Cuckoo's Egg, 
Morris Worm, Solar Sunrise, Electronic Disturbance Theater, ILOVEYOU, Chinese 
Espionage, Estonia, Russo-Georgian war, Conficker, NSA-Snowden, WikiLeaks and 
Stuxnet are some of the major cases included. 

Method And Organization 
This study presents each case in terms of (a) its socio-political context, (b) technical 
features,  (c) the outcome and inferences drawn in the sources examined. Emphasis is 
placed on characteristics of cyberspace visible on conflicts.  
 
Present work is divided in several sections. Part I presents the cases in terms of the actors 
involved, their power relationship, main actions, layers of the Internet affected, and 
outcome. Part II expands on the tools and instruments used on the cyber offensive and 
defensive actions described on Part I, including an extended view of the layers of the 
Internet affected. Part III presents the author’s inferences and observations for each case, 
highlighting features of cyber conflict. Part IV presents a set of conclusions highlighting 
critical features related to: actors, socio-political context, tools and other technical issues, 
sophistication of the attacks, outcome and damage, and accountability. 

Countries Involved 
Findings presented in this study are U.S.-centered, as this paper was developed using 
such a focus. However, 23 countries are involved in at least one case, either in attack or 
defense. Countries involved in two or more cases are (frequency in parenthesis): United 
States (16), Russia (7), China (3), Israel (3), The Netherlands (2) and Germany (2). Six of 
the cases presented had a global reach. 
  



	
  

 

 
Cyber Conflicts in International Relations:  

Framework and Case Studies 
 

Alexander Gamero-Garrido 
Engineering Systems Division 

Massachusetts Institute of Technology 
gamero@mit.edu | agamerog.mit@gmail.com 

 
Abstract 

 
Twenty years ago, the possibility of having an international conflict extend into the cyber domain 
was distant. Since then much has changed.  Today cyber conflict is not considered particularly 
unusual. But considerable uncertainties remain about the nature, scale, scope and other features of 
such conflicts.  This paper addresses these issues using a re-analysis of the case studies presented 
in A Fierce Domain recently published by the Atlantic Council.  In addition, we draw upon other 
materials (academic and media) to expand our understanding of each case, and add several cases 
to the original collection resulting in a data set of 17 cyber conflict, spanning almost three 
decades (1985-2013). Cuckoo's Egg, Morris Worm, Solar Sunrise, EDT, ILOVEYOU, Chinese 
Espionage, Estonia, Russo-Georgian war, Conficker, NSA-Snowden, WikiLeaks and Stuxnet are 
some of the major cases included. This study presents each case in terms of (a) its socio-political 
context, (b) technical features,  (c) the outcome and inferences drawn in the sources examined. 
The profile of each case includes the actors, their actions, tools they used and power relationships, 
and the outcomes with inferences or observations. Emphasis is placed on characteristics of 
cyberspace visible on conflicts. Findings include: Distributed Denial of Service is the most 
common offensive action; accountability is difficult in cyberspace, particularly with international 
conflicts; outcomes of each instance have been variable, and economic impact is hard to estimate; 
the private sector has been a key player in cybersecurity; size of an actor, and countries' ICT 
infrastructure, influence the nature of the cyber conflicts.  
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Introduction 
 
Just twenty years ago, the possibility of having an international conflict extend into the 
cyber domain was very distant. Relatively recent events, such as the cyber attacks in 
Estonia in 2007, or Stuxnet, have changed that landscape, shaping what is now known as 
cyber conflict. 
 
This paper focuses largely on a set of cases presented in A Fierce Domain, recently 
published by the Atlantic Council [13]. To provide greater depth, we transcend the 
analysis based on materials in other sources. In addition, we examine several cases not 
included in the initial body of cases in order to obtain wider coverage. 
 
 In many ways this study is a “re-analysis” designed to develop an internally consistent 
view of cases examined based on a common framework. This framework consists of: 
  

• Sociopolitical context of each case in its socio-political context,  
• Technical details of the attacks, including the tools and instruments used, 
• The outcome of the case (including policy changes, damage, prosecution, 

international reactions as relevant). 
• Based on the above, we then derive some inferences from this wide range of 

cases in order to identify characteristic features and highlight facts inherent to 
conflict in cyberspace. 
 

Appendix 2 to this paper summarizes the analysis and the results in easily readable and 
concise matrix. 

1. Cases Defined 
Cyber conflict as used in this paper is a wide term that spans from low-level intrusions, 
such as petty crime to create spam networks all the way to high-scale, state-sponsored 
cyber warfare.  We expect the analysis to provide some evidence about the types of 
damages that are done, and the tools used to create the damages.  
 
The series of case studies involves analysis and comparison of 17 cases. Each case 
focuses on the actors involved, the tools used to exert action, the power relationship 
among them, the outcome, and inferences and observations, the two latter by the authors.  
These cases of cyber conflict include any form of cyber confrontation transcending 
national borders.  The time frame is between 1985 and 2013. 
 
The cases are listed in Table 1, along with their date of occurrence, in chronological 
order. In this table, two of the last cases presented (15 and 16) correspond to individual-
initiated leaks of classified (or otherwise secret) information pertaining to the United 
States: Wikileaks and Edward Snowden’s revelations on NSA surveillance. 
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Table 1. List of cases presented and dates of occurrence. 
 

Case number and case name Date 
1. Markus Hess hacks into several US military and research 
facilities (Cuckoo’s Egg) 

August 1985 
 

2. Morris Worm November 1988 
 

3. Dutch Hackers and British Hackers 
 

1990-1994 

4. Operation Solar Sunrise Feb 1998 

5. Moonlight Maze March 1998 

6. Electronic Disturbance Theater (EDT) attacks Pentagon September 1998 

7. ILOVEYOU and several other worms released Circa 2000 

8. “Patriotic Hackers” Attacks  1999-2001 

9. Chinese Cyber Espionage 
 

2005-2012 
 

10. Estonia receives cyber attacks April 17th to  
May 18th, 2007  

11. The Russo-Georgian War and its cyber component 2008 

12. Agent.btz infects US classified and unclassified networks, 
leading to operation Buckshot Yankee to counter it 

2008 

13. Conficker Worm began to spread November 2008 

14. Stuxnet, Flame and Duqu cyber campaign against Iran 
(codenamed Olympic Games)  

2009-2010 

15. Wikileaks releases thousands of diplomatic cables 
pertaining to the US State Department and its Missions abroad  

2010-2011 

16. Edward Snowden leaks information about NSA classified 
mass surveillance programs 

2013 

17. Hackers Intrude into New York Times  2012-2013 

 
We now present list of countries and international organizations involved in at least two 
cases and their frequency of appearance. “Country” does not necessarily imply state1; if 
the party under attack or the attacker were in a determined jurisdiction, the relevant case 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1	
  A	
  Fierce	
  Doman	
  [13,	
  pp	
  265-­‐278]	
  presents	
  a	
  methodology	
  for	
  determining	
  the	
  likelihood	
  for	
  a	
  State	
  
to	
  be	
  involved	
  in	
  an	
  attack,	
  with	
  several	
  cases	
  as	
  examples.	
  Our	
  approach	
  is	
  different	
  in	
  the	
  sense	
  that	
  
evidence	
  indicating	
  State-­‐sponsored	
  attack	
  or	
  defense	
  is	
  included	
  in	
  the	
  relevant	
  category	
  of	
  our	
  own	
  
methodology	
   described	
   in	
   this	
   section.	
   In	
   particular,	
   hard	
   evidence	
   is	
   treated	
   differently	
   than	
  
inferences	
  and	
  observations.	
  The	
  latter	
  are	
  included	
  in	
  Part	
  III,	
  while	
  the	
  former	
  is	
  included	
  in	
  Parts	
  I	
  
and	
  II.	
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is associated with that jurisdiction (“country”). They are listed from most frequent to least 
frequent. 
 

1. United States (16 cases) 
2. Russia (7) 
3. NATO (3) 
4. China (3) 
5. Israel (3) 
6. The Netherlands (2) 
7.  Germany (2) 

 
Figure 1 presents the cases in which each of the countries listed above is involved. For a 
complete overview of countries and international organizations involved in each case, 
please see Appendix 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Countries involved in at least two cases, the cases in which they are 
involved and their frequency of appearance. 

	
  
Figure 2 presents the number of cases per country or jurisdiction on a global map, 
generated using TargetMap [115]. 
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Figure 2. Map: number of cases per country or jurisdiction, generated using 
TargetMap web application [115]. 

 

2. Method of Analysis 
The method we have used consists of the following steps:  
1.  Identify the case (most of them come from a timeline available on [13] website at the 
Atlantic Council: acus.org/afiercedomain). This step generated Table 1.  In addition, we 
covered cases numbered 13 (Conficker), 15 (Wikileaks), 16 (NSA leaks) and 17 (New 
York Times) that were not part of the Fierce Domain data set.  
 
2. Identify the actors in each case, whether they are State, private organizations or 
individuals; and to highlight any unusual features. That information yielded a view of the 
“actors” feature of each case. This information is included in Part I. 
 
3. Identify the actions and tools used directly undertaken by the actors, notably, internal 
or indirect actions as relevant. These actions included the tools or instruments used, and 
the layers of the Internet they affected. 
 
4. This allows us to generate a view of the power relationships,   
 
Jointly, the above allows us to obtain a “big-picture” view of each case and provided 
information about the socio-political context at the time.  
 
If a pattern or trend is detected that connects more than one case; or if there are major 
implications spinning directly off the case, e.g. a new policy directive or the formation of 
an organization; or if there is a situation which can be extrapolated and generalized; 
among others, then we can generate the outcome and inferences also. 
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Based on the above, we present our own inferences and observations. Particular attention 
is paid to characteristics inherent or unique to cyberspace-based actions (such as, for 
example, difficulties in accountability). 
  
As a general rule we consulted a range of sources from academic journals for technical 
details, and socio-political context in order to build a richer view of the outcome of the 
case (including policy changes and policymakers’ actions), and lessons learned. We 
consulted articles in the media as well as other web sources for damage estimates 
(financial losses or other), and tools used by attackers. Media sources were also used for 
socio-political context, prosecution of attackers, relevant events taking place concurrently 
to the case, and policymakers’ actions. 
 
The method applied yielded a matrix with the cases and all the above-described 
information. For reference, it is included as Appendix 2. 
 
Appendix 1 presents a brief set of actions or exercises related to cybersecurity in the 
United States, as described on [13]. Appendix 3 includes the definition of cyberspace 
layers used on Part II. Appendix 4 presents an overview of countries and international 
organizations involved in each case. Appendix 5 presents a preliminary list of cases that 
will be included in a future paper, and analyzed using the methodology described here. 

3.  Organization 
This paper is organized in several sections. Part I presents the cases in terms of the actors 
involved, their power relationship, main actions, layers of the Internet affected, and 
outcome. Part II expands on the tools and instruments used on the cyber offensive and 
defensive actions described on Part I, including an extended view of the layers of the 
Internet affected. Part III presents the author’s inferences and observations for each case, 
highlighting features of cyber conflict. Part IV presents a set of conclusions highlighting 
critical features related to: actors, socio-political context, tools and other technical issues, 
sophistication of the attacks, outcome and damage, and accountability. 
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PART I 
 

The Cases: Actors, Power Relationships, Actions and Outcome 
 
 
Here we present the cases in chronological order.  Each case is examined in the same way 
so that we can build an internally consistent set of conclusions. For a detailed analysis of 
tools used and layers of the Internet affected, see part II. 

1. Cuckoo’s Egg – August 1985 
The earliest event included in this study, Cuckoo’s Egg is relevant given the relatively 
low development of the Internet at the time (August 1985) and the high level of the 
facilities affected: several military and research facilities in the United States [64].  

Actors Involved 
• Markus Hess / German citizen working for KGB [64]. 
• Clifford Stoll / Systems Administrator for Berkeley Lab [64]. 

Actions 
Hess intruded military and research facilities in the United States and was detected, 
monitored and deterred by Stoll [64]. 

Affected Layers of the Internet 
Physical. 

Power Relationships 
Stoll had difficulties attracting attention to the case from officials, since they were “more 
concerned with ‘real’ crime and counterintelligence than the hard-to-fathom world of 
networks.” [13, p7] 

Outcome  
Hess and associates obtained “sensitive semiconductor, satellite, space, and aircraft 
technologies” from higher education and military institutions in the U.S.  [3]  

2. Morris Worm – November 1988 

Actors Involved 
• Robert Tappan Morris [5] 
• Cornell University [5] 

Actions  
Morris released a worm from MIT; the worm spread rapidly and caused significant 
Denial of Service damage and cleanup costs [4]. 

Affected Layers of the Internet 
Physical and Application. 
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Power Relationships 
This was most likely a one-man-act and was duly condemned by the Cornell University 
commission who investigated the case: “This was not a simple act of trespass analogous 
to wandering through someone’s unlocked house without permission but with no intent to 
cause damage. A more apt analogy would be the driving of a golf cart on a rainy day 
through most houses in a neighborhood. The driver may have navigated carefully and 
broken no china, but it should have been obvious to the driver that the mud on the tires 
would soil the carpets and that the owners would later have to clean up the mess.” [5] 

Outcome  
A relatively large fraction of the computers connected to the Internet at the time were 
infected (some quote 10% [70]).  
 
The Cornell commission investigating the case fended off attempts to portray Morris’s 
actions as heroic: “Although such security flaws may not be known to the public at large, 
their existence is accepted by those who make use of UNIX.” [5] Morris was sentenced to 
3 years probation, 400 hours of community service and fined $10,000 [79]. 
 
As a result of the above, the U.S. Department of Defense (DoD) funded the creation of 
the first-ever Computer Emergency Response Team (CERT) at Carnegie Mellon 
University [13, p32]. 

3. Dutch and British Hackers – 1990-1994  

Actors Involved 
• Unnamed Dutch “teenage hackers” [6]. 
• US Military. 
• North and South Korean installations [13, p37]. 

Actions 
Dutch hackers “intruded into the networks of 34 US military installations during the lead 
up to the first Gulf War.” [55] British hackers attacked South Korean targets [13, p37]. 

Affected Layers of the Internet 
Information. 

Power Relationships 
USDA website [6] states that no foreign intelligence agency was proven to be involved.  

Outcome  
The “[teenagers from Holland] using fairly unsophisticated methods… were searching for 
information on missiles, nuclear weapons, and DESERT SHIELD.” [55] They gathered 
information for “over a year” regarding US operations prior to the Gulf War [6]. 
 
The US military didn’t know for hours if the target was in North or South Korea, and if it 
were to be the former it could have been interpreted as a threat by the regime, at the time 
in negotiation with the US regarding their nuclear program [13, p37]. The target was, 
however, in South Korea [13, p37].  
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4. Operation Solar Sunrise – February 1998 

Actors Involved 
• Two teenagers from California and one teenager from Israel (Tenenbaum) [65].  
• Military agencies in the US and Israel. 

Actions 
The attackers intruded government sites in the United States (including the Pentagon) and 
Israel [65]. 

Affected Layers of the Internet 
Logical and Information. 

Power Relationships 
This attack had apparent massive mobilization due to the suspicion of ‘Iraqi warfare’ and 
went all the way up to the U.S. President’s Office [9]. 
 
“Although all DoD targeted systems were reported as unclassified, many key support 
systems reside on unclassified networks (Global Transportation System, Defense Finance 
System, medical, personnel, logistics, and official e-mail)” [67] 
 
Tenenbaum, the Israeli teenager, claims his objective was to “show the systems’ 
vulnerability” rather than to cause harm [65]. He was later convicted for credit card fraud 
[66] in an unrelated incident. 
 
The U.S. had ongoing tensions with Iraq at the time [65]. The former suspected the 
attacks came from the latter, but found the Californian teenagers instead. [13, p43] [105] 

Outcome  
This real world incident led to the creation of the Joint Task Force for Computer Network 
Defense (JTF-CND) by the US Department of Defense [13, p44-47]. For the first time 
there was a centralized unit capable of (and responsible for) responding to cyber attacks 
“crossing borders between commands and agencies” [13, p44-47].  
 
The JTF-CND would initially report directly to the Secretary of Defense, although it was 
moved under the US Space Command within a year [13, p44-47].  
 
An interesting feature of the JTF-CND was the coordination with the private sector in 
“critical industries” via the National Infrastructure Protection Center (NIPC) [13, p44-
47].  
 
JTF-CND’s mission was expanded to potentially include Offense, renaming it to JTF-
CNO, with the last “O” standing for Operations [13, p44-47].  
 
The outcome of the attack was consistent with the findings of operation Eligible Receiver 
(see Appendix 1): “DoD has no effective indications and warning system, intrusion 
detection systems are insufficient, DoD is not organized effectively for IO, and that 
identifying the threat group and motives is a problem.” [79]   
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5. Moonlight Maze – March 1998 

Actors Involved 
• “Russian cyber-spies” [68]. 
• United States’ National Infrastructure Protection Center (NIPC) and Joint Task 

Force for Computer Network Defense (JTF-CND) [69]. 

Actions 
Russian spies intruded the United States military, agencies and “leading civilian 
universities.” [68] The National Infrastructure Protection Center (NIPC) and the Joint 
Task Force for Computer Network Defense (JTF-CND) coordinated “Corrective” actions 
[69]. 

Affected Layers of the Internet 
Information. 

Power Relationships 
Details remain classified, but according to a professor in the area the attacks were traced 
back to Russia, although he admits that this is no indication of the source of the attack 
[81]. 
 
This turned out to be a high profile case resulting in a “wake-up call to the DoD”. In 
DoD’s words “Defense exercises and real world events in 1997 and in early 1998 
demonstrated the need for an organization within the Department to coordinate its 
defensive activities and to have the authority to direct the necessary actions for that 
defense.”[82] 
 
The Secretary of Defense called this a “state sponsored attack” [13, p49]. At the very 
least, it showed the potential impact of a specialized, potentially state-backed, attack – as 
opposed to a random attack by some individuals with rather unclear goals. 
Outcome  
John Arquilla, a professor of defense analysis, says regarding this incident “In the realm 
of cyberspace-based disruptive threats, we haven't yet had what they call the electronic 
Pearl Harbor” [70]. “What we really are talking about is a social gulf between those who 
have the skills to do costly disruption and those who are radical enough to want to do it.” 
[70]  
 
Shortly after Moonlight Maze, Presidential Decision Directive 63 (PDD-63) "sets a goal 
of a reliable, interconnected, and secure information infrastructure by the year 2003." 
[81] Also, “The National Infrastructure Protection Center (NIPC) was established as a 
result of PDD-63” [81].  The DoD’s Joint Task Force for Computer Network Defense 
came operational that same year [13, p48]. 
 
The same year this happened a group of hackers testified in front of the Governmental 
Affairs Committee of the US Senate [36]. An interesting conclusion of that hearing is that 
there were not many incentives for software companies to increase security in their 
systems. According to the testimony, “companies want to ignore problems… it’s cheaper 
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for them.” The hackers also emphasized the difficulty of establishing where or from 
whom a particular action is coming from on the Internet [36], a fact consistent with 
Moonlight Maze’s outcome.  

6. Electronic Disturbance Theater (EDT) attacks Pentagon – September 1998 

Actors Involved 
• Electronic Disturbance Theater (EDT) – a group of activists [63] on the cyber 

domain. 
• The United States and Mexico. 

Actions 
EDT developed and released tools to attack sites in the United States and Mexico, and 
coordinated the attacks [61][63]. Target sites used defensive measures in order to deter 
the attackers [106]. 

Affected Layers of the Internet 
Physical and Logical. 

Power Relationships 
In their website, EDT claims to be “engaged in developing the theory and practice of 
Electronic Civil Disobedience (ECD).” [63] Ricardo Dominguez, an associate professor 
at the University of California San Diego [62], led the EDT. 

Outcome  
The socio-political nature of this attack is consequent with “Dorothy E. Denning's 
testimony before the U.S. House of Representatives: ‘Both EDT and the Electrohippies 
view their operations as acts of civil disobedience analogous to street protests and 
physical sit-ins, not as acts of violence or terrorism. This is an important distinction.’" 
[71] 
 
EDT represents a novel form of protest: “While maintaining a focus on the Zapatista 
movement--paradoxically, a nomadic site-specificity-- EDT has realized the (potential) 
links between bottom-up struggles for social justice.” [71] 

7. ILOVEYOU and several other worms released – Circa 2000 

Actors Involved 
• ILOVEYOU was developed in the Philippines by, among others, a former 

computer science student, Onel de Guzman. [14] [15] 
• Philippines’s National Bureau of Investigation (NBI), with the assistance of the 

U.S. FBI [15] 
• Microsoft [23]. 

Actions 
De Guzman developed and released ILOVEYOU, which went to infect a significant 
portion of the Internet through Microsoft Outlook, an email client [16][23]. He was 
investigated by the NBI [15], but was not convicted [14]. 
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Affected Layers of the Internet 
Information, logical and Physical. 

Power Relationships 
ILOVEYOU affected tens of millions of computers worldwide and had an estimated 
clean-up cost of USD 15 billion. [17] 
 
Despite this dramatic impact, the charges against the suspects were dropped:  there was 
no law in the Philippines at the time punishing the development of malware [109]. 
 
There was no international treaty that would enable the prosecution of de Guzman. The 
ILOVEYOU episode increased awareness on the need to coordinate prosecutions 
internationally – given the nature of cyberspace, i.e. transcending “constraints of 
geography and physical location”[24, p3]. See [18] for a review of some of the 
international initiatives under way in 2002, including actions by the European Union and 
G-8. 

Onel de Guzman left school when his department rejected his thesis [15]. His work 
consisted in a proposal to massively steal passwords, in order to allow more people to 
connect to the Internet [15]. 

Outcome  
This worm was, given its massive reach, a wake-up call to a number of actors, including 
technology giants such as Microsoft [23]: “ILoveYou grabbed the entire world, for the 
first time, by the collar and forced it to take security seriously” [16].  
 
The author –or one of them– of Melissa (an American citizen), a virus which spread 
about a year earlier than ILOVEYOU, was sentenced to 20 months in prison, fined USD 
5,000 and ordered to “not be involved with computer networks, the Internet or Internet 
bulletin boards unless authorized by the Court” [21]. By comparison, one of the authors 
of ILOVEYOU, causing much more widespread damage than Melissa (which limited 
itself to the first 50 contacts in the address book [22]), could not be sentenced in the 
Philippines. Instead he was free to be interviewed and brag about how he had “become 
part of the history of the Philippines.”[14]  
  
This worm affected a large number of private actors. According to McAffee, then the 
largest antivirus vendor, the worm infected “60 to 80 percent of its Fortune 100 clients.” 
[22] 

8. “Patriotic Hackers” Attacks – 1999-2001 

Actors Involved 
• The United States and its North Atlantic Treaty Organization allies. 
• Serb and Russian hackers  [13, p50]. 
• American hackers [13, p50]. 
• Dutch hackers [13, p50]. 
• Chinese hackers  [13, p50]. 
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• China. 

Actions 
During the Kosovo war, hackers from the United States, Serbia, Russia, The Netherlands 
and China attacked sites belonging to the belligerents and related actors. 

Affected Layers of the Internet 
All layers: Physical, logical, information and user. 

Power Relationships 
These attacks are perhaps the first instance where the episode can be called a “cyberwar” 
[30], because they were connected to the ongoing physical war in Kosovo. 
 
The US and Chinese responses to the cyber attacks originating from its territory were 
distinctly different. The former made it clear to its citizens that it did not encourage 
patriotic hacking, given that “such activity is illegal and punishable as a felony.” China, 
on the other hand, did little to encourage its own hackers to stop [13, p51]. This is 
consistent with dissimilar views of the Internet as a tool for foreign policy [13, p50]. As a 
minimum, cyber attacks on foreign targets were seen very differently in the two 
countries. 
 
Evidence suggests that at least some of the hackers here were regular citizens, 
presumably not involved in politics, the military or espionage, and with very limited 
actual political or military power. Cyberspace provided them with a venue to be actors in 
the war, with limited risks and a very visible outcome.  

Outcome  
One main consequence of this series of episodes is the emergence of cyber as a domain 
for warfare. Although [13, p27-40] shows that the consideration of cyber defense since at 
least two decades before 1999, the potential consequences should Kosovo related attacks 
been more successful “could have been devastating”[35]; this in turn showed the world, 
and military powers in particular, that “the Internet is no longer just a side issue.” [27] 
 
Source [35] quotes that most of the attacks concerned in this case have been classified as 
cyber terrorism. The official response of the US was to shut down the DOE website until 
clarifying how the hackers managed to gain access [30]. The White House also closed its 
site for a few days largely as a preventative measure following hijacking attempts [30]. 

9. Chinese Cyber Espionage, 2005-2012*
∗ [13, p165-173] 

Actors Involved 
• China. Agencies include “the Ministry of State Security (MSS), the Ministry of 

Public Security (MPS), the Second Department of the People’s Liberation Army 
General Staff Department (2PLA), or the Liaison Office of the General Political 
Department.” [42]. 
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• Hacker groups based in China. 
• The United States, its allies, and over a hundred countries as the targets of the 

attacks [13, p167]. 
• Private firms in diverse economic sectors, mostly in technology. 

  

Actions 
Mainland China-based groups perpetrated intrusions into systems in the United States, its 
allies, and other countries, both for commercial and State-sponsored espionage. 

Affected Layers of the Internet 
Information. 

Power Relationships 
The head of the US National Security Agency and Cyber Command has estimated the 
loss for American companies in intellectual properties at USD 250 billion per year [13, 
p173]. This is an enormous incentive to denounce and try to stop the Chinese espionage.  
 
That, however, has not been the case, with few exceptions such as Google denouncing 
what has been called “operation Aurora” [94].  
 
There might be a number of reasons for the above. In the private actors case, denouncing 
China could lead to Beijing making it harder for them to do business there [13, p173]. 
Considering rapid Chinese economic expansion, and the fact that the middle class there is 
larger than the entire population of the United States [37], is arguably a strong incentive 
not to publicly denounce Chinese intrusions. 
 
The US and China, as the world’s two biggest economies [38], are also economically 
interdependent. Only in US Treasury Bonds, China is reported to own USD 1.25 trillion 
[39]. This, and the need for cooperation in geopolitical issues such as Syria and Iran [13, 
p173], may complicate US government public attempts at denouncing Chinese cyber 
espionage.  
 
APT1, a Chinese hacking group, has major infrastructure including “1,000 servers” and a 
“special fiber optic network” [99]. 
 
Unconventional agents include ethnic Chinese not physically present in China [42]. 
However, there seems to be a bias in the literature towards believing this group to be the 
majority, while in reality that might not be the rule but rather an exception that mainly 
targets political dissidents or Taiwan [42]. 

Outcome  
Companies might have other reasons for not defying China publicly: although the 
intellectual property fight seems to be rising in the United States [40], fighting that fight 
in China may be more difficult; besides the inherently different Chinese framework for 
intellectual property [41], there might be little gain in trying to prosecute a Chinese 
hacker and recover the loss, since any enforcement would require diplomatic efforts [33], 
which may not be available but for the largest companies.  
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There is a distinction to be made on what is generally qualified as “Chinese 
espionage.”[42] The “conventional view” for Western analysts tends to categorize most 
types of espionage as if being State-sponsored [42]. In reality, the main goal of Chinese 
“official” intelligence is to protect the power of the Communist Party [42]. The highlight 
is that non-state actors also execute economic espionage, with or without official Chinese 
support or encouragement [42]. 
 
The Cox Report, the result of a US House of Representatives commission, concluded that 
China had gained access to “advanced US thermonuclear weapons.”[43]  
 
A small California-based company (Cybersitter) claims its software was basically stolen 
by the Chinese government for use in the Green Dam Project, the massive firewall 
preventing millions of Chinese users to access contents ranging from pornographic sites 
to politically oriented portals [33]. The company states the Chinese government owes it 
USD 2.2 billion [33]. The suit, however, had limited chance of success because it was 
done in a U.S. court, with the alleged criminal activities taking place in China [33]. 
Following the suit, the company received a cyber attack, presumably from China [34]. 
 
The Chinese hacking group identified by Mandiant (a cybersecurity firm) as APT1, is 
involved in economic espionage, attacking companies in many industries, and stealing 
commercial information [98][99].  

10. Estonia receives cyber attacks from April 17th to May 18th, 2007 [13, 
p174] 

Actors Involved 
• Estonia. 
• Russia. 
• Estonian private actors, including newspapers, technical associations, banks and 

individuals. 
• Public and private actors from NATO allies, particularly Finland, Israel, Germany 

and Slovenia [13, p184] [46]. 
• Russian and Russian-Estonian hackers, and members of the Russian diaspora 

worldwide, possibly supported by the Kremlin. 

Actions 
Following an ongoing political controversy over a World War II monument, Russians 
conducted a series of attacks to official and commercial websites in Estonia. 

Affected Layers of the Internet 
All layers: Physical, logical, information and user. 

Power Relationships 
The motivation for the attacks can be traced perhaps to earlier in 2007, when Estonia had 
announced it would move a WWII monument (the Bronze Soldier [48]) from the center 
of its capital Tallinn to a cemetery in the outer edge of the city [13, p174-176]. The 
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monument carried strong symbolism for ethnic Russians living in Estonia and Russians 
alike, as it represented the Soviet victory over Nazi Germany (Russian decision-makers 
asked Estonia not to move the monument) [13, p174-176]. For some other Estonians, 
however, the monument was a symbol of Russian oppression during the USSR regime 
[13, p174-176] (Estonia became independent only six years earlier in 1991) [56]. 
 
As Estonia qualified the attacks as being of Russian origin, International cooperation, 
including several European countries and Finland in particular, arose [13, p184-186]. 
This included individual foreign technical professionals, ISPs, network companies, and 
other private and public actors [13, p184-186]. The attacks were traced back to Russia, 
but the direct involvement of the Kremlin has not been proven [13, p189-190]. The price 
of hiring a botnet with sufficient bandwidth to perform the attacks was $75/day [13, 
p183]. 
 
This did not stop, however, Estonian politicians and senior media officials of attacking 
Russian government directly in the aftermath of the attack, and the event “continues to 
frame Russian-Estonian relations today.” [13, p188-189] The Estonian reaction may have 
been directed at discouraging future uses of cyber attacks to exert influence in 
international relations, particularly by Russia [13, p184-191]. 
 
Although for the context of this paper the cyber attacks are the central issue, the physical 
counterpart during the concerned period was present in the form of riots and street 
violence [46]. Even though the actual perpetrators of the DDoS attacks were also located 
outside Estonia (presumably members of the Russian diaspora [46]), these actions were a 
part of an ongoing clash among different ethnic populations (Russian and Estonian) in 
Estonia. 
 
Generally speaking, Estonia was an ideal target for a cyber attack because of its advanced 
ICT infrastructure and widespread Internet use: “97 percent of bank transactions occur 
online; and in 2007, 60 percent of the country's population used the Internet on a daily 
basis.” [46]  

Outcome  
Estonia became a cybersecurity hub in the aftermath of the attack, as shows the “hosting 
of the NATO Cooperative Cyber Defense Center of Excellence and EU Agency for large-
scale IT systems.” [13, p187] 
 
The suspicions of Russia being involved directly are not irrational. Former Soviet states, 
such as Estonia, are of particular importance in Russian foreign policy, and diminishing 
Western influence [13, p191] in the region is a very likely goal of the Kremlin. 
 
The volume of the attacks, and their coordination over time, also make Russia a viable 
suspect over an ad-hoc network of hackers in the Russian diaspora [13, p188-189] [46].   
 
Use “of globally dispersed and virtually unattributable botnets” [46], and particularly 
those including computers used without the owner’s knowledge (as was the case in 
Estonia) [47], obviously makes prosecution of the culprits very difficult: “Estonian 
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authorities made a few in-country arrests but never uncovered the main culprits, who 
were allegedly operating out of Russia” [46]. By contrast, 300 people had been arrested 
by the morning of the day after the street riots started [111].  

11. The Russo-Georgian War, 2008 [13, p194] – and its cyber component 

Actors Involved 
• Russia. 
• Russian organized crime. 
• Georgia. 
• Estonia and other NATO allies supporting Georgia. 

Actions 
The Russo-Georgian war had a cyber component, leading to the disruption of official and 
civilian websites in Georgia, following attacks by Russia. 

Affected Layers of the Internet 
All layers: physical, logical, information and user. 

Power Relationships  
The cyber conflict offensive was simultaneous with the ongoing Russian operation on 
South Ossetia, a disputed region in the north of Georgia; South Ossetian independence 
efforts are openly supported by the Kremlin [13, p194-196].  
 
The period leading to the war saw military exercises conducted by Moscow in South 
Ossetia and Abkhasia (another disputed region) [13, p194-196]. Conversely, Georgia 
made efforts to step up its military force and conducted exercises with NATO, although 
the latter’s “troops had already left before the fighting with the Russians began.” [13, 
p194-196]  
 
Although the direct involvement of Moscow was not (as in the attacks against Estonia) 
directly proven, “consider[ing] the forensic evidence, geopolitical situation, timing, and 
the relationship between the government, the youth, and criminal groups, it is not difficult 
to conclude that the Kremlin was behind it all”[13, p201]. This assertion is significant 
when Russia is considered one of the most powerful military powers in the world [52]. 
 
There are indications of the participation of Russian criminal groups, which may be 
related to the Kremlin [13, p200-202]. 
 
Estonia supported Georgia, but the scope of the attacks meant that they mostly did 
damage control [13, p199]. 

Outcome  
The most palpable impact on the general population was the downtime of the banks’ 
electronic systems, denying people in Georgia access to their money [13, p198]. See also 
[53], which provides a case for the application of International Humanitarian Law to the 
Russo-Georgian cyber conflict. The outcome of the war itself has been described on [13, 
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p196] as a “show of Russian superiority and the degradation of the long-term 
effectiveness of the Georgian military.”  
 
Appealing to nationalism, sites with a .ru [13, p201] (Russia) domain recruited, trained, 
and provided tools to new hackers in Russia and elsewhere. This has been called a cyber 
militia [13, p204]. It is in fact a Russian tactic goal to façade cyber attacks as of being of 
“criminal or terrorist” origin [13, p203]; similar cyber militia approaches have been taken 
by China and Iran [13, p204].  

12. Agent.btz infects US classified and unclassified networks, leading to 
operation Buckshot Yankee to counter it, 2008 [13, p205] 

Actors Involved 
• The US Military. 
• NATO. 
• A “Russian foreign intelligence agency” (allegedly) [13, p206]. 

Actions 
The virus Agent.btz infected classified and unclassified networks in the United States 
military. It reached air-gapped networks (not connected to the public internet). 
 

Affected Layers of the Internet 
Information. 

Power Relationships 
Senior US Officials, including President George W. Bush and Secretary of Defense 
Robert M. Gates were briefed on the incident [13, p209], speaking of its gravity.  
 
The origin of the virus is uncertain; but “evidence suggests both that the US military is 
confident it knows who is responsible, and that it unofficially attributes a Russian foreign 
intelligence agency.”[13, p207] 
 
There is no report in [13, p205-211] of the virus causing significant damage. This may 
have been either because the virus couldn’t receive further instructions from its creator, 
or because it was intended for information gathering. 

Outcome  
The incident led to a ban on thumb drives and other forms of removable media for over a 
year [13, p209]. This measure in itself is significant, since troops were reported to use 
such devices to transfer data when network resources are limited [13, p210].  
 
According to [13, p210-211], Agent.btz and Buckshot Yankee changed the U.S. Military 
in several different ways: 

• The NSA and the DoD began working together. In detecting and countering the 
virus, the NSA was a key player. 

• The creation of the Cyber Command, and the subsequent change in the cyber 
“culture, conduct and capability.” 
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• Cybersecurity was given a higher priority from this point forward. 

13. Conficker Worm – Began to spread in November 2008 [58] 

Actors Involved 
• Cyber criminals, working for profit. (The exact origin remains unknown, but 

evidence points toward Ukraine [102]). 
• The Internet security community. 

Actions 
The Conficker worm infected tens of thousands of computers worldwide, presumably to 
build a for-profit spam network (“botnet”). 

Affected Layers of the Internet 
Physical, logical and information. 

Power Relationships 
Botnets can serve several purposes, ranging from petty cyber crimes such as spam, to 
State sponsored warfare actions [58]. Evidence suggests Conficker was used “as a 
platform for conducting wide-scale fraud, spam, and general Internet misuse” for profit 
[58], rather than any State sponsored cyber warfare. 

Outcome  
Conficker infected millions of computers [58], in over 180 countries [112], causing $ 
millions in damage [58]. Some of the vulnerabilities were patched by the software 
vendors, but this can only help if the infected computers are patched, which is not the 
case for a “huge worldwide pool of poorly managed and unpatched Internet-accessible 
computers.” [58] The previous point highlights the need for a new security scheme of 
adaptation to dynamic (continuously adapting) security threats [58].  
 
Whitehats, or hackers working on the cybersecurity side, created a new organization to 
deal with the widespread infection of Conficker, sharing technical knowledge and 
security insights with policymakers and the population at large [58].  

14. Stuxnet, Flame and Duqu cyber campaign against Iran (codenamed 
Olympic Games) 2009-2010[13, p212] 

Actors Involved 
• The United States. 
• Iran. 
• Iranian nuclear facility in Natanz. 
• Israel. 
• France and Germany (on nuclear issues, not the cyber attack). 
• Symantec and other cybersecurity companies. 

Actions 
Flame, Duqu and Stuxnet were part of a cyber campaign led by the United States to 
disrupt control systems in Iranian nuclear facilities. 
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Affected Layers of the Internet 
All layers: physical, logical, information and user. 

Power Relationships 
The initial purpose of Iranian nuclear program was to generate electricity and reduce the 
dependence on fossils [13, p213-215]. The United States, France and Germany supported 
this effort during the Shah’s government. That support was dropped due to fears of Iran 
developing a nuclear weapon (the fear began before the Iranian revolution) [13, p213-
215]. 
 
Clashes between Israel and Iran are not new. Former Iranian President Ahmadinejad has 
argued that Israel should disappear; therefore, Israel has sought support from the United 
States to counter Iranian nuclear weapon development [13, p216-217].  
 
A conventional use of warfare was “politically risky”, leading to the use of cyber attacks 
to deter Iranian nuclear program. [13, p216-217] 
 
The technical complexity and extension of the virus, along with the highly specialized 
information on industrial systems needed to produce it, point out to a level of 
sophistication only attainable by nation-state agencies [13, p223]. Furthermore, the 
relatively low profile of the incident in the media, plus the specificity of the target, make 
anti-nuclear-weapons activists a very unlikely suspect [13, p223].  
 
The New York Times and a “German security expert” both attribute the virus to the 
United States and Israel [13, p224]. They may have used their own nuclear facilities to 
test the virus, and information from Israeli Mossad to develop it [13, p226-227]. Edward 
Snowden has allegedly revealed that Stuxnet was the work of Israel and the United States 
[95]. 

Outcome  
The incident damaged almost 1,000 centrifuge tubes [13, p218] in Iranian Natanz facility. 
This figure is significant in the light of the total number of installed tubes (9,000) and the 
portion of those fed with uranium (4,000) [13, p228]. “A 23% decline in the number of 
operating centrifuges from mid-2009 to mid-2010 may have been due to the Stuxnet 
attack.” [57] 
 
Iran created a new cyber unit in its militia [13, p229]. Not much later, Comodo, a US 
based security firm, accused Iran of attacking several Internet giants, including Google 
and Microsoft [13, p229].  
 
Source [57] argues that Stuxnet used a blend of tools from the cyber crime community, 
and extends this to the cases in Estonia, Georgia and several others. The same paper uses 
that as an argument to downplay the technical sophistication of Stuxnet, its spreading 
mechanism, and its resilience. Furthermore, the use of third-party code increases the 
difficulty in the attribution of a cyber attack [57]. 
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15. Wikileaks releases thousands of diplomatic cables pertaining to the US 
State Department and its Missions abroad 2010-2011 

Actors Involved 
• Wikileaks – a not for profit “transparency” organization founded and led by Julian 

Assange [11]. 
• US Department of State and other government branches and officials 

Dozens of other affected countries. 
• The private sector (5 major newspapers: El País, Le Monde, The New York 

Times, The Guardian and Der Spiegel. And companies: namely Amazon, Paypal, 
MasterCard, Visa, Google, Twitter, Bank of America, Apple, and other smaller 
players [11]). 

• Anonymous [11], a global hacker collective. 

Actions 
Wikileaks released thousands of classified or secret diplomatic cables of the United 
States’ Department of State, creating international tensions throughout the world; the US 
government intervened to try to stop the leaks. 

Affected Layers of the Internet 
All layers: physical, logical, information and user. 

Power Relationships 
The U.S. Government is arguably the most powerful government in the world. However 
hard they tried to stop it [11], sensitive information was still released. Twitter and Google 
fought the release of information [11]. 
 
The above was in part due to the widespread support WikiLeaks received from open 
information activists or even less politically oriented people around the world [11]. This 
might not be the case for every “information openness” initiative. 
 
Anonymous does not have evident political clout, nor does it have clear leaders. However 
they have managed to scramble media and government attention by bringing down sites 
hostile to WikiLeaks [11]. They have allegedly been searched and some of them arrested 
in connection with the attacks, in the U.S. and Europe [11]. 

Outcome  
U.S. Secretary of State – or a member of her staff – had allegedly ordered spying on 
United Nations’ Secretary General [11].  
 
A Federal Court asks Twitter secretly to give in information about WikiLeaks related 
people [11]. Twitter asks the court to make the order public and then proceeds to inform 
their users of the request [11]. A similar procedure was used to seize Google email data 
[108]. 
 
To prevent being shut down by the U.S. Government (either by blocking via ISP, 
demanding the hosting company to cease doing so, or some other means) WikiLeaks 
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asked followers to download their data and set up mirror sites with over 1,000 people 
doing so [11]. Encrypted copies were also made available online “in case something 
happens to Assange or the site” [12]. 
 
Julian Assange was granted asylum by Ecuador, and is hosted by their embassy in 
London [83]. 
 
U.S. and other Western governments strongly disapprove the leak, claiming “it puts lives 
in danger” (Assange claims he had approached them asking for which information to 
redact out for that purpose) [11]. 

16. Edward Snowden leaks information on NSA classified mass surveillance 
programs - 2013 

Actors Involved 
• The NSA and other US security agencies. 
• Edward Snowden, a former contractor of the Agency who is being sought after by 

the US and has been offered temporary asylum by Russia [85]. 
• Venezuela, Bolivia and other Latin American countries. 
• Russia. 

Actions 
Edward Snowden revealed secret programs (most importantly Prism [87]) of the National 
Security Agency in the United States, dealing with data related to electronic 
communications. 

Affected Layers of the Internet 
Information and user. 

Power Relationships 
The reasons for spying on allies may be related to third countries and weapon deals, and 
also stopping corrupt practices such as bribery [84]. 
 
The concern about NSA surveillance on American citizens is not new, as shows this 
Congress [89] document requesting the President and the Attorney General to submit any 
records of NSA requesting information from phone companies without a warrant. 
 
In Germany the news of the surveillance program have been particularly unwelcome – 
some claim this is due to bitter memories from the Stasi [90].  Furthermore, there were 
elections coming up, which could have lead German politicians to react in a tougher way 
than they “normally” would. A German Congressman has requested Snowden to be 
granted safe passage to be questioned regarding the US “espionage” programs [91].  
 
The US has warned countries granting asylum to Snowden (most notably Venezuela) 
about a risk of “damaging its bilateral relations with the US.” [25] 
 
Bolivian President, Evo Morales, indicated that his country “is ready to give political 
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asylum to the people who expose spying activities” [28]. On his way back to Bolivia, his 
plane was denied passage over the airspace of Spain, France, Portugal and Italy, forcing 
the delegation to land in Vienna [28]. This led to harsh statements by several South 
American politicians, who suspected the move was initiated by the United States [28]. 
There was also condemnation by the O.A.S., U.N., and UNASUR. [28] 
 
U.S. House of Representatives rejected a bill that would have limited NSA’s phone 
surveillance capabilities [77].  

Outcome  
European diplomats are claiming invasion to privacy and may hold back on free-trade 
agreement talks with the U.S. [74]. 
 
“Germany's federal prosecutor's office has also opened inquiries into the NSA debacle, 
with a view to establishing whether German laws have been breached.”[75] There are 
new statements by Snowden regarding the involvement of Germany’s own government in 
the surveillance [76].  
 
As [103] shows, fears of surveillance might be drawing business away from American 
web-related companies. 
 
A recent poll by Quinnipiac University (cited by Business Insider) suggests the American 
public is now more concerned on the invasion of civil liberties in the name of terrorism 
[26]. 
 
The incident involving Bolivian President’s plane, although the U.S. was not directly – at 
least not officially – involved, fed some South American leaders’ claims on “American 
Imperialism” and even neo-colonialism, as UNASUR’s Cochabamba declaration shows 
[29]. They have demanded explanations and formal apologies from Spain, France, 
Portugal and Italy [29].  
 
As this article in the Washington Post shows [32], the Bolivian plane’s event’s timeline is 
highly disputed; there is even the possibility that the plane had to land for technical 
reasons, and not due to any denial of access to a country’s airspace [32].  

17. Hackers Intrude into New York Times – 2012-2013 

Actors Involved 
• Hackers, allegedly Chinese, codenamed APT12 [96]. 
• China. 
• The New York Times. 
• Mandiant, a cybersecurity firm. 

Actions 
A New York Times report on the wealth of Chinese Prime Minister’s relatives [96] 
triggered a series of intrusions into the newspaper’s website and data. 
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Affected Layers of the Internet 
Physical, information and user. 

Power Relationships 
The New York Times is a major newspaper and website in the United States [97]. 
Attacks coincided with an investigation done by a New York Times journalist, exposing 
the alleged fortunes of Chinese prime minister Wen Jiabao’s relatives [96]. In the report, 
the Times revealed that Wen’s family “have controlled assets worth at least $2.7 
billion.”[100] The newspaper was threatened of “consequences” by the Chinese 
government [96]. 
 
The New York Times (quoting information from Mandiant, network provider AT&T, and 
the US Federal Bureau of Investigations) claims there is evidence linking these attacks to 
Chinese official institutions, including the military [96]. 
 
Given the timespan of the attacks, and the involvement of the group in attacks to several 
industries, the intruders have been qualified as an advanced persistent threat (APT) by 
Mandiant [99]. 

Outcome  
The attackers did not steal New York Times’s customer data, and although they managed 
to penetrate the computers of 53 employees, they focused on data regarding Wen’s 
family’s wealth report [96]. 
 
Despite the significant outreach of the attacks, The Times reported “security experts 
found no evidence that sensitive e-mails or files from the reporting of our articles about 
the Wen family were accessed” [96]. 
 
The attacks stopped initially in January 2013 after the APT12 group was exposed; the 
exposure itself might have triggered the malware updates [101]. 
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PART II 
 

Instruments and Tools Used in the Cases 
In this section we take a closer look at the instruments and intrusions that have taken 
place in each case.  This helps us develop a more detailed view of the operational features 
of this set of cyber conflicts. 
 
Accordingly, Table 2 presents an overview of the tools and actions executed by the 
attackers or defendants for each of the cases presented; these describe the actions among 
the actors described in Part I, which led to the outcome included there.  

Table 2. Tools and actions executed by the actors in the cyber conflicts 
 

Case number, date, & 
name,  

Tools used and actions 

1. Cuckoo’s Egg 
 
 

Hess: Piggybacking, or accessing a network along with an authorized 
user (LBL) and known vulnerabilities in operating systems 
(particularly a “bug in the GNU-Emacs program”) [2]. 
 
Stoll: A honeypot, a bogus piece of information seemingly relevant to 
the hacker used to keep him online and track him [2]. The “defense 
team” tracked the intruder’s activity using port log printouts [2]. 
 

2. Morris Worm 
 

Morris worm was initially Leaked from a different location (MIT) to 
cover its origin (Cornell) [4]. The worm overloaded computers (denial 
of service) because of running too many copies in the same host [4]. 
 
Morris’s spread mechanism is described on [92]: “Morris identified 
four ways in which the worm could break into computers on the 
network: (1) through a "hole" or "bug" (an error) in SEND MAIL, a 
computer program that transfers and receives electronic mail on a 
computer; (2) through a bug in the "finger demon" program, a program 
that permits a person to obtain limited information about the users of 
another computer; (3) through the "trusted hosts" feature, which 
permits a user with certain privileges on one computer to have 
equivalent privileges on another computer without using a password; 
and (4) through a program of password guessing, whereby various 
combinations of letters are tried out in rapid sequence in the hope that 
one will be an authorized user's password, which is entered to permit 
whatever level of activity that user is authorized to perform.” 
 

3. Dutch Hackers and 
British Hackers 

The Dutch attackers used undisclosed “fairly unsophisticated 
methods.” [13, p344]. The British attackers used a route through the 
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US to connect to Korean targets (a nuclear institute) [13, p37]. 
 

4. Operation Solar 
Sunrise 

Attackers (teenagers from California and Israel) used Known 
vulnerabilities in operative systems [79]. The profile of the attack is 
described in [79]: “(a) probing to determine if the vulnerability exists, 
(b) exploiting the vulnerability, (c) implanting a program (sniffer) to 
gather data, and (d) returning later to retrieve the collected data.” 
Attackers also made it look like the intrusion was coming from several 
countries in Europe and the Middle East [79]. 
 

5. Moonlight Maze The hackers (Russian “cyber-spies” [68]) simply “plucked” the data, 
since it data was not encrypted or protected behind a firewall when it 
was sent to a printer [80].  
 
DoD’s defensive measures included centralizing the route –gateways– 
through which information travels for unclassified data, and asking for 
a Department-wide change of password [13, p50]. 
 

6. Electronic 
Disturbance Theater 
(EDT)  

The attacker-developers made available html code and java applets 
(browser add-ins) that allowed people to reload a website in an infinite 
cycle [62]. With the right amount of users participating in the “sit-in”, 
this would result in a Denial-Of-Service attack. This would come to be 
known as “FloodNet” [61][62].  
 
The Pentagon and other US and Mexican authorities (the “hacktivists” 
were supporting the Zapatista movement [60]) would change their site 
to, when detecting a FloodNet attack, opening many browser windows, 
eventually leading the browser and the host computer to crash and 
stopping the attack at the source. [107] 
 

7. ILOVEYOU and 
several other worms 

In order to appear innocuous, ILOVEYOU included a .txt “extension” 
in the filename, making it appear as a simple text file [16]. The real 
extension (not shown by Microsoft Outlook at the time) was .vbs – an 
executable file [16]. It would then spread to every contact in the 
address book, hiding the malicious intent even further by using senders 
known to the receiver [14]. 
 
The worm created a copy of itself in media files in the computer, 
destroying the original files with extensions as .jpg, .mp3 and several 
others (this was particularly damaging to media related companies 
[22]). It also directed the computer’s browser to a specific website, in 
order to sniff login information (usernames and passwords). [18, p493] 
 
Another (possibly unintended) consequence of the virus was 
overflowing email servers, resulting in either Denial of Service due to 
the overload, or forcing the entity to shut down their email service 
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altogether (see for example how it affected the British Parliament) 
[19]. 
 

8. “Patriotic Hackers” 
Attacks  

Hackers attacking from Belgrade –allegedly Serbs and Russians [13, 
p50]– sent thousands of requests to NATO’s website, effectively 
resulting in Denial of Service to legitimate users. In particular, they 
used ping (short for Packet Internet Groper) [27], which is a request 
used mainly to check the availability of a host (in our current concern 
a website). In this case, however, it was used with malicious intent. 
 
The attackers also targeted NATO’s email server with a virus similar 
to Melissa (see previous case) [27]. At least one US-based hacktivist 
group attacked US official sites with anti-war propaganda [30]. 
 
In retaliation for US accidental strike on the Chinese embassy in 
Belgrade, Chinese hackers attacked American government webpages 
[13, p51]. The hackers managed to gain control of various sites, 
including the Department of Energy’s website, and they claimed also 
gaining control of WhiteHouse.gov [30]. In the DOE case, they did so 
by modifying the file containing the administrators’ username and 
password, which was stored in their Web Server [30]. This way, they 
could pass as the site’s legitimate administrators and access its control 
panel. 
 
Dutch hackers attacked a Yugoslavian ISP to support the NATO side 
[30]. American President Bill Clinton ordered state-sponsored cyber 
attacks on Yugoslav President Milosevic’s foreign bank accounts [35]. 
 

9. Chinese Cyber 
Espionage 
 
 

Chinese hackers have reportedly used a wide range of tools to infiltrate 
foreign networks, ranging from capitalizing zero-day (previously 
unknown) vulnerabilities in third-party systems, to sending emails 
impersonating trusted senders, and many other less sophisticated 
approaches [13, p171]. 
 
When gaining control of the systems, the Chinese have reportedly 
been able to control peripherals, including cameras and microphones 
[93]. This has given them physical world espionage capabilities, 
besides the obvious sniffing of digital information. 
 
China is also believed to be scanning through US military computers 
[13, p166], presumably in order to seize its current state, development 
and advances. 
 

10. Estonia receives 
cyber attacks 

Spam attacks targeted senior Estonian political officials; the 
parliament’s email server was shut down, as it became inoperable [13, 
p176]. Official Estonian sites received Distributed Denial of Service 
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(DDoS) [44] attacks, affecting the traffic loads through Estonian 
networks and “resulting in malfunctions or non-availability of Internet 
services.” [13, p177] Initially, this offensive was conducted in a 
fashion similar to the Electronic Disturbance Theater’s (see case 6) 
attacks: by developing a script to load over and over the targeted site, 
making it available for download, and coordinating a time to use it. 
[13, p178-179] 
 
An Estonian newspaper, Postimees Online received DDoS, and “bots” 
posted politically oriented comments in its forums [13, p177]. The 
Postimees Online shut down foreign access to its site, limiting the 
possibility of further attacks but also its international outreach [13, 
p177]. 
 
Both private and public actors, coordinated by the Estonian CERT, 
responded initial attacks; the latter had the technical lead role [13, 
p178-180]. 
 
Subsequent attacks did not rely on human operators but on botnets 
(“network of robots”), or automated networks used to attack virtual 
targets. These comprised three types [13, p182]:  
• Internet Control Message Protocol (ICMP) flood, which uses either 

a deceptive broadcast pretending to originate from within the 
network, a sufficient number of ping requests to overflow the 
target’s bandwidth, or less commonly the sending of a specific 
package which leads to the target system to crash [45]. 

• SYN flood, in which the attackers impersonate a valid address in the 
network and send a request to connect with the target host; the host 
then responds and opens a terminal (SYN-ACK), but the attacker 
doesn’t send the last part of the connection request (ACK), resulting 
in the terminal being not available for legitimate connections [45]. If 
enough terminals are attacked in this way in certain amount of time, 
the host becomes unresponsive. 

• Generic traffic floods [13, p182], in which the attackers send 
enough page requests to saturate the host’s bandwidth, therefore 
denying access to legitimate users. For example: “Government and 
bank websites that normally received 1,000 visits a day crashed after 
receiving upwards of 2,000 hits a second.” [46] 

 
Botnets are generally harder to counter; effectively mitigating the 
attacks can be done by reconfiguring the hosts in order to increase the 
bandwidth available for legitimate users (e.g. blocking a range of IPs, 
or packets from outside the country), or by taking actions in the 
networks surrounding the host, although the latter may require 
collaboration from third-parties, including those in other countries [13, 
p183]. 
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11. The Russo-
Georgian War  

DDoS attacks were used against the sites of the Georgian President, 
Parliament, Foreign Ministry, Interior Ministry, news agencies and 
banks, and incorporated SQL injections and cross-site scripting (XSS) 
[13, p197]:  
• An Structured Query Language (SQL) injection, usually 

implemented as a malware vector, is the input of code into a 
website’s data input, in order to execute malicious commands [49]: 
“It is the vulnerability that results when you give an attacker the 
ability to influence the Structured Query Language (SQL) queries 
that an application passes to a back-end database. By being able to 
influence what is passed to the database, the attacker can leverage the 
syntax and capabilities of SQL itself, as well as the power and 
flexibility of supporting database functionality and operating system 
functionality available to the database” [50]. For instance, in a site’s 
contact form, the attacker inputs a string of characters in order to 
manipulate the site’s SQL database, instead of merely sending 
information.  Due to the potential exposure of the site’s core data 
(e.g. usernames and passwords), “SQL injection is one of the most 
devastating vulnerabilities to impact a business” [50].  

• Cross-Site Scripting (XSS) steals the victim’s browser cookies as a 
way to hijack its session [51]. Cookies consist on information stored 
by websites in the client’s browser in order to identify a session [51]. 
Therefore, if the attacker can steal the cookies, it can impersonate a 
legitimate user. 

 
Georgia blocked Russian IPs, as most of the attacks were traced back 
to the Federation; this proved ineffective because the attackers were 
prepared for it and rerouted the traffic through third countries [13, 
p199-200]. The most effective measure by Georgia was to temporarily 
transfer its sites to hosts in the United States, Estonia and Poland [13, 
p199]. 
 
The attackers defaced several Georgian government sites and 
displayed pro-Russian propaganda [13, p196-198]. International 
forums were also flooded with comments supporting the Russian 
version of the facts [13, p196-198]. 

12. Agent.btz and 
operation Buckshot 
Yankee 

A thumb drive was used as the tool to infect classified networks [13, 
p205]. The infected classified networks were not connected to the 
Internet, and terminals connected to the network cannot transmit 
information to the public Internet [13, p207]. In order to overrule this 
limitation, Agent.btz used a virus (SillyFDC) which spreads through 
connected devices and mapped drives, mainly using the Autorun 
feature of Windows [13, p207]. 
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The virus, however, tried to connect to the internet using a beacon to 
request further instructions [13, p208]. It was neutralized largely 
responding to that very request (from the DoD network) and sending 
the virus to sleep [13, p208]. 
 

13. Conficker Worm Conficker exploited a Microsoft Windows buffer-overflow 
vulnerability, and created a botnet (“a network of robots”) [58]; each 
infected terminal looked for new victims under reach, and for new 
ways to communicate under Peer-to-Peer (P2P) protocols with the 
coordination center and other infected terminals [58].  
 
The worm used dynamic (web) domain generation to coordinate the 
infected terminals, in order to avoid counter measures, which attack 
botnet control point addresses [58]. Some of its versions reportedly 
propagated through removable media [59]. 
 
Creators or administrators of the malicious software updated it 
continuously to avoid detection and counter measures by security 
actors; as of April 2009 versions A through E were seen [58]. Some of 
its versions had the ability to kill anti-malware processes [113]. 
 

14. Stuxnet, Flame 
and Duqu (Olympic 
Games)  

Stuxnet delivered itself using a zero-day (previously unknown) 
vulnerability, and included a digital certificate to impersonate 
legitimate software; it had several (spreading) vectors, including 
modifying Siemens Step 7 software, USB drives, Local Area 
Networks, and Windows vulnerabilities [13, p221]. The digital 
signature used by Stuxnet was renewed after Symantec discovered the 
virus and notified the initial issuer (Realtek) [13, p218].  
 
Stuxnet spread on to over 100,000 hosts, but reportedly caused harm 
only to Iranian nuclear facilities [13, p218]. There, it would go on to 
operate the centrifuges, using drastic changes in speed to cause 
permanent damage [13, p218]. The virus was also designed to open 
and close valves, and to mask its actions by using pre-recorded normal 
operation indicators, thus fooling the system and the operators into 
thinking there was nothing unusual going on [13, p220-221]. 
 
Specifically, Stuxnet targeted offline (not connected to the Internet) 
industrial control systems known as SCADA, an acronym for 
Supervisory and Control and Data Acquisitions of Siemens, by 
changing the code on the programmable logic controllers (PLCs) to 
cause the malfunction and to cover it from the operators [13, p220]. 
The code was changed via the Field Peripheral Gateways (PG), 
because PLCs do not use Windows [13, p222] and thus the virus could 
not infect them directly. 
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DDoS attacks were launched against industrial control systems mailing 
lists, in order to prevent the security information related to the virus 
from spreading. [13, p218] 
 
Flame and Duqu are reportedly viruses used to explore the Natanz 
facility, in a phase previous to Stuxnet deployment [13, p219-220].  
 
Duqu is a “Remote Access Trojan”, capable of recording intelligence 
information on industrial facilities [13, p219-220].  
 
Flame, which was “twenty times” bigger (file size-wise) than Stuxnet, 
could operate peripherals and gather several different types of 
information on the host and its files [13, p219-220].  
 
Both Duqu and Flame laid the ground for Stuxnet by tampering with 
the target host’s security settings [13, p220]. 
 
Stuxnet manipulated the centrifuges by changing the “frequency of the 
electrical current that powers the centrifuges, causing them to switch 
back and forth between high and low speeds at intervals for which the 
machines were not designed.” [57] 
 
Stuxnet’s code targeted very specific systems (PLCs controlling a 
particular type of centrifuge used in Natanz), being harmless to any 
other system it infected [13, p222]. 
 

15. Wikileaks 
 
 

Wikileaks publishes the cables in collaboration with selected 
newspapers [11]. 
 
A Senator Lieberman’s (an independent) staff member allegedly 
threatens Amazon with an investigation, for which the company 
kicked WikiLeaks out (resulting in the site being temporarily down) 
[11].  
 
Visa, MasterCard, Paypal and other smaller actors would follow 
banning WikiLeaks [11]. Anonymous uses Distributed Denial of 
Service Attacks on those companies’ websites, bringing Visa and 
MasterCard’s sites out for a day [11].  
 
Senator Lieberman’s website was attacked as well, as was the website 
of the Swedish counselor representing the women pressing sexual 
assault charges against Julian Assange [11]. 
 

16. Snowden’s NSA 
leaks 

NSA captures meta-data, or accessory data to the communications 
(e.g. the sender/receiver), on a massive number of targets, following 
national security directives [88]. 
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The Guardian (UK) and Der Spiegel (Germany) report that a number 
of EU and European State buildings in the US were targeted as well 
[86]. 
 
The NSA accessed private data stored by Yahoo, Gmail, Apple, 
Microsoft and other Internet giants [88]. This was done taking it 
directly from the Internet Service Providers [87], which made asking 
the platform operators (e.g. Facebook) to provide the information 
themselves a moot action. This made it unnecessary for the agency to 
even get Foreign Intelligence Surveillance Act (FISA) orders. Among 
other arguments, the leaked NSA slides claim “There were too many 
email accounts to be practical to seek Fisas for all.” [88] 
 

17. Hackers intrude 
into New York Times 

The timespan of the attacks ranges from October 2012 to January 2013 
[96], and there is evidence suggesting a new wave of attacks by the 
same groups on August 2013 [98]. 
 
The hackers intruded using spear-phishing, a method that involves 
emailing employees with malicious links, and installed remote access 
tools (RAT) [96]. They also routed through American universities and 
companies in order to disguise their identities [96]. 
 
The intruders used malware known as Aumlib and Ixeshe [101]. The 
second wave of attacks included updated versions of both threats 
[101]. In the Ixeshe case, attackers modified network traffic patterns to 
avoid being discovered [101]. The attackers managed to steal every 
employee password [96]. 
 
The New York Times hired Mandiant, after the newspaper and 
AT&T’s efforts proved insufficient [96].  
 
The Times went to replace infected computers, “blocked the 
compromised outside computers, removed every back door into its 
network, changed every employee password and wrapped additional 
security around its systems.” [96] 

 
We now highlight the key features of tools, methods of damage, or “weapons” used in 
each case. Table 3 proceeds along the same line as table 2, case by case. 
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Table 3. Summary of tools or method used 
 

Case number 
and name  

Tools or method used  

1. Cuckoo’s 
Egg 
 

• Piggybacking [2] 
• A honeypot (defensive) [2] 

2. Morris 
Worm 
 

• Attacking from a different location [4]  
• Denial of service by overloading the target’s processing capabilities [4] 
• A bug in an email application [92] 
• Finger demon: a “sniffer” of limited information in the target host [92] 
• Trusted hosts: using a computer’s user privileges to access information 

in another computer [92] 
• A program that guesses passwords by repeatedly inputting strings in the 

password field [92] 
 

3. Dutch 
Hackers and 
British Hackers 

• “Fairly unsophisticated methods.” [13, p344] 
• Routing through computers in third countries [13, p37] 

4. Operation 
Solar Sunrise 

• Known vulnerabilities in operative systems [79] 
• “Probing to determine if the vulnerability exists, (b) exploiting the 

vulnerability, (c) implanting a program (sniffer) to gather data, and (d) 
returning later to retrieve the collected data.” [79] 

• Routing through computers in third countries [79] 
 

5. Moonlight 
Maze 

• The data was unprotected and not encrypted, so it was simply “plucked” 
[80] 

• Changing the gateways for unclassified data (defensive) [13, p50] 
• Organization-wide change of passwords (defensive) [13, p50] 

 
6. Electronic 
Disturbance 
Theater (EDT)  

• Floodnet: html code and java applets to reload websites in an infinite 
cycle [62] 

• Distributed Denial Of Service (DDoS) [62] 
• “The DOD used a counter-hostile Java applet against FloodNet” [10], 

reloading browser windows in a cycle on the attacking host [107] 
 

7. ILOVEYOU  • Including a fake .txt extension in the filename [16] 
• Sending email to all contacts in the target’s address book [14] 
• Impersonating known senders [14] 
• Copying the worm into media files in the infected computer [22] 
• Directing the target to a website and sniffing log-in information [18, 
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p493] 
• Denial of Service due to overload of email servers [19] 

 
8. Patriotic 
Hackers 

• Distributed Denial of Service by repeatedly pinging the target host [27] 
• A virus similar to Melissa over email [27] 
• Modifying the server file containing the administrators’ username and 

password [30] 
• Impersonating legitimate users 

 
9. Chinese 
Cyber 
Espionage 
 

• A wide range of tools [13, p171] 
• Zero-day vulnerabilities [13, p171] 
• Vulnerabilities in third-party systems [13, p171] 
• Emails impersonating trusted contacts  [13, p171] 
• Control of peripherals, such as cameras and microphones [93] 
• Scanning through the target’s network. [13, p166] 

 
10. Estonia 
receives cyber 
attacks 

• Spam attacks [13, p176] 
• Distributed Denial of Service (DDoS) [44] 
• Scripts to load over and over the target’s website [13, p178-179] 
• Comments posted by bots [13, p177] 
• Shutting down foreign access (defensive) [13, p177] 
• Internet Control Message Protocol (ICMP) [13, p182] 
• SYN flood [13, p182] 
• Generic traffic floods [13, p182] 
• Botnets 

 
11. The Russo-
Georgian War 

• Distributed Denial of Service (DDos) [13, p197] 
• Structured Language Query (SQL) injections [13, p197] 
• Cross-Site Scripting (XSS) [13, p197] 
• Blocking IPs from a specific country (defensive) [13, p199-200] 
• Routing through third countries [13, p199-200] 
• Transfer affected hosts to other countries (defensive) [13, p199] 
• Posting propaganda in international forums [13, p196-198] 

 
 

12. Agent.btz 
and operation 
Buckshot 
Yankee  

• A thumb drive for initial infection [13, p205] 
• Spreading through connected devices and mapped drives using the 

Autorun feature of Windows [13, p207] 
• A beacon to request further instructions [13, p208] 
• Impersonating the virus’s control center and sending instruction to 

neutralize it [13, p208] 
 

13. Conficker  • Exploiting a Microsoft Windows buffer-overflow vulnerability [58] 
• Looking for new victims in the vicinity of the infected host [58] 
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• Peer-to-Peer (P2P) protocols to communicate with the coordination 
center and other infected terminals [58] 

• Dynamic domain generation for coordination of infected hosts [58] 
• Attacking botnet control point addresses (defensive) [58] 
• Propagation through removable media [59] 
• Continuous update to avoid detection [58] 
• Killing anti-malware processes [113] 

 
14. Stuxnet, 
Flame and 
Duqu  

• Zero-day vulnerability [13, p221] 
• Digital signature [13, p221] 
• Modifying third party software [13, p221] 
• Propagation through removable media and local area networks [13, 

p221] 
• Operating hardware in ways it was not designed for in order to cause 

malfunction [13, p218] 
• Pre-recording normal operation indicators [13, p220-221] 
• Revoking the digital signature (defensive) [13, p218] 
• DDoS to cybersecurity-related companies [13, p218] 
• Remote Access Trojan [13, p219-220] 
• Tampering security settings [13, p220] 
• Targeting specific hardware [13, p220] 
• Using the target’s hardware to infect other equipment [13, p222] 

 
15. Wikileaks  
 

• Publishing classified or secret information on newspapers [11] 
• Threatening online companies (defensive) [11] 
• Banning WikiLeaks from several online platforms [11] 
• Distributed Denial of Service [11] 
• Creating copies in many hosts globally [11] 

 
16. Edward 
Snowden’s 
NSA leaks 

• Capturing meta-data on a massive number of targets [88] 
• Gathering intelligence from buildings [88], probably using microphones 

or cameras  
• Taking data directly from the Internet Service Providers [87] 

 
17. Hackers 
Intrude into 
New York 
Times  

• Spear-phishing: emailing employees with malicious links in order to 
install Remote Access Tools (RAT) [96] 

• Malware  
o Aumlib 
o A modified version of Ixeshe 

• Stealing employee passwords [96] 
• Replacing infected computers (defensive) [96] 
• Company-wide change of passwords (defensive) [96] 
• Removing backdoors into the network (defensive) [96] 
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Layers of the Internet affected by the attacks described in each of the cases are presented 
on Table 4. Our approach uses the “layered model of cyber-space” introduced by Choucri 
and Clark on [104], and included on Appendix 3.  

Table 4. Layers of the Internet affected 
 

Case number, 
date & name  

Layer(s) of the Internet Affected 

1. Cuckoo’s 
Egg 
 

• Physical. Hess accessed data stored on hardware at the target installation. 

2. Morris 
Worm 
 

• Physical. The worm overloaded the infected hosts resulting in disabled 
hardware [4]. 

• Application. Morris’s spread mechanism used applications such as SEND 
MAIL [92]. 

 
3. Dutch 
Hackers and 
British 
Hackers 
 

• Information. Espionage operations that seemingly do not attack 
infrastructure (physical) or protocols and applications (logical) are 
classified as targeting the information layer. 

4. Operation 
Solar Sunrise 

• Logical and Information. The former due to the implantation of malware 
for espionage purposes, and the latter because of the espionage operation. 

 
5. Moonlight 
Maze 

• Information. Espionage operations that seemingly do not attack 
infrastructure (physical) or protocols and applications (logical) are 
classified as targeting the information layer. 

 
6. Electronic 
Disturbance 
Theater  

• Physical and logical. Distributed Denial of Service (DDoS) attacks affect 
both the infrastructure (physical) and its ability to carry traffic (logical). 

7. ILOVEYOU  • Information, logical and physical. The primary intent of the virus 
destroyed files (information), while the secondary DDoS resulted in an 
attack to both the physical (infrastructure) and logical (ability to carry 
traffic) layers. 

 
8. Patriotic 
Hackers 

• All layers: physical, logical, information and user. DDoS resulted in an 
attack to both the physical and logical layers. Altering data on hosts with 
malicious intent relates to the information layer. Finally, the attacks were 
targeted at actual groups, affecting the user layer. 
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9. Chinese 
Cyber 
Espionage 

• Information 2 . Espionage operations that seemingly do not attack _ 
infrastructure (physical) or protocols and applications (logical) are 
classified as targeting the information layer. 

 
10. Estonia 
receives cyber 
attacks 

• All layers: physical, logical, information and user. DDoS resulted in an 
attack to both the physical and logical layers. Posting data on hosts 
(websites) relates to the information layer. Finally, the attacks were 
targeted at actual groups, affecting the user layer. 

 
11. The Russo-
Georgian War 

• All layers: physical, logical, information and user. DDoS resulted in an 
attack to both the physical and logical layers. Altering data on hosts (for 
defacement or otherwise) with malicious intent relates to the information 
layer. Finally, the attacks were targeted at actual groups, affecting the user 
layer. 

 
12. Agent.btz 
and operation 
Buckshot 
Yankee  

• Information. Espionage operations that seemingly do not attack 
infrastructure (physical) or protocols and applications (logical) are 
classified as targeting the information layer. 

13. Conficker  • Physical, logical and information. Conficker takes part of the computing 
capabilities of its victims, and transmits using removable media [59] 
resulting in an attack to the physical layer. It modifies the software of the 
host to prevent being detected (information), and spreads through the 
Internet (logical). 

 
14. Stuxnet, 
Flame and 
Duqu  

• All layers: physical, logical, information and user. DDoS (on third-
parties) resulted in an attack to both the physical and logical layers. 
Stuxnet also caused malfunction of hardware (physical). Altering data on 
hosts (for avoiding detection or otherwise) with malicious intent relates to 
the information layer. Finally, the attacks were targeted at actual groups, 
affecting the user layer. 

 
15. Wikileaks  
 

• All layers: physical, logical, information and user. The main operation of 
WikiLeaks was public release of information. Anonymous targeted DDoS 
attacked the remaining layers. Defensive measures dealt with users,  
 
 

16. Edward 
Snowden’s 
NSA leaks 

• Information and user. Snowden’s actions were focused on releasing 
secret information, related to specific agencies in the United States and 
elsewhere (user). 
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  The	
   attack	
   on	
   cybersitter	
   might	
   have	
   involved	
   other	
   layers,	
   but	
   there	
   isn’t	
   enough	
   information	
  
available	
   (from	
   the	
   sources	
   reviewed	
   for	
   this	
   paper)	
   to	
   assess	
   it.	
   In	
   general,	
   this	
   case	
   deals	
   with	
  
extraction	
  of	
  information.	
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17. Hackers 
Intrude into 
New York 
Times  

• Physical, information and user. Installing malware tools resulted in an 
attack to the physical layer. The episode was targeted, affecting the user 
layer. Accessing non-public information resulted in an attack to the 
information layer. 
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PART III 
 

Inferences and Insights from the Individual cases 
 

This section presents the author’s own inferences and observation about key factors 
of relevance for each case, in the light of the information presented on previous sections.  
These are politically significant and distinctive “findings.” 

1. Cuckoo’s Egg 
Hess had trouble getting help from public officers even though this event happened 
during the Cold War and the KGB turned out to be involved. 

2.  Morris Worm 
The media and the general public seem to have taken the Morris Worm as an indication 
of the Internet vulnerability. This must be looked considering the novelty of the Internet 
in 1989 and the extremely limited number of users it had when compared to the net 
nowadays. 
 
A remarkable fact is the ability that an individual had to affect a large network, with 
access to relatively modest resources. 

3. Dutch Hackers and British Hackers 
It is possible that the intruders were planning to sell the information they collected. 

4. Operation Solar Sunrise 
Rather than being the exception, to this point in the timeline it looks as if teenagers or 
otherwise young hackers with a sense of grandiose goal are the rule in big cyber attacks.  

5. Moonlight Maze 
Arquilla’s assertion (See Part II, case 5) seems sound, since the cases we have seen up to 
this point in time have been perpetrated mostly by non-radical, non-Al Qaeda-like 
affiliated people, but rather by lone wolves with non-war intentions. 
 
What’s unusual about Moonlight Maze is that after 15 years it remains highly classified, 
perhaps speaking about the seriousness of the incident. 
 
One interesting fact regarding L0pht’s (Boston-based hacking group) hearing on [36] is 
the lack of interest on foreign attacks, the same year Moonlight Maze happened – only a 
few questions addressed the subject in a one-hour testimony in Congress. A possible 
explanation for this is the lack of unclassified information there was (and still is) on the 
incident.  
 
Policy makers wanted to address the issue of companies having no incentive to enhance 
security on [36] but appeared not to know how at the time this took place, resulting in a 
very cautious approach. The relatively specialized knowledge required to address issues 
of cybersecurity might be an impediment for policymaking in these issues. 
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Another highlight of [36] is that the hackers used pseudonyms on a public hearing, an 
event hardly imaginable in a domain different than cyberspace. 

6. Electronic Disturbance Theater (EDT) attacks Pentagon 
EDT’s attacks, although apparently restricted to Mexican and US-immigration issues 
[62], have the potential to be replicated basically anytime, anywhere. Given the 
availability of tools provided by EDT (FloodNet), minimum technical skills would be 
required. 
 
One consequence of Denial-Of-Service attacks is that users who may support the 
hacktivists’ cause and need to use the attacked website are also affected. A possible 
analogy is a group of people blocking a highway (common in Venezuelan and other 
countries’ street protests) and blocking passage to everybody, including their supporters. 
The obvious unintended consequence is the loss of supporters, although this might not be 
comparable to the impact on the media that such an event may have. 

7. ILOVEYOU and several other worms released 
The collective revenue of antivirus vendors increased 37% from 2000 to 2002 [20, 
calculation by the author], a fact consistent with heightened cyber security by private and 
public actors for the aforementioned period. Correlation with other variables has not been 
controlled, and causation can’t be established; there might be other reasons for these 
increased sales (e.g. growth of the Internet itself). 
 
Punishment for the perpetrators of Melissa (US) and ILOVEYOU (Philippines) only 
highlight how surreally different can the consequences of a similar crime be across 
different jurisdictions. This is the case, naturally, for other types of crimes, but it seems to 
be particularly significant in cyberspace.  
 

8. “Patriotic Hackers” Attacks 
While terrorism itself can be an act of war, our emphasis here is on the possible 
consequences of getting involved in an active international conflict as a physical terrorist 
or as a cyber terrorist. Any physical act of terror is presumably harder to cover and will 
probably be prosecuted in a tougher manner than an act of cyber terror. Furthermore, 
large-scale terrorist attacks (e.g. 9/11) may involve members of the terrorist groups doing 
the ultimate sacrifice, a suicidal operation. In cyber-based terrorism, this has hardly ever 
been the case. The risks and the consequences of cyber terrorism are thus much lower 
than that of physical terrorism. We can then assume this could be an incentive for 
terrorist groups to get involved in cyber-based attacks in the future. 
 
Keeping the distances, the potential effect of a (deployed) petty officer’s actions and a 
hacker are hardly comparable; the former takes a much higher risk – going all the way up 
to death – whilst the latter only faces (potentially) prosecution; and in the Chinese case, 
they are almost certain to walk. The point here is that cyberspace as a domain is giving 
previously non-existent or non-represented actors the possibility to actively participate in 
a major international conflict. 
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9. Chinese Cyber Espionage 
If Cybersitter’s allegations (See Part II, case 9) are true, one conclusion is that the 
Chinese government itself is involved or encourages cyber espionage for policy-related 
goals. 

10. Estonia receives cyber attacks 
The necessity for international cooperation [13, p184] in order to successfully counter 
cyber terrorism [46] was highlighted by these attacks. 
 
The attacks probably did not achieve any of the goals described on II.10 (Outcome) for 
Russia because they were unsuccessful in significantly crippling Estonian ICT 
infrastructure, or operability, for a sustained period of time.  
 
As Russia is economically and politically deterred to openly attack Estonia [46], a covert 
digital operation is certainly a viable alternative to exert international influence. 
 
Accountability proved to be very different in the physical and cyber sides of this conflict 
(see II.10), both because of the difficulty of tracking the source of the cyber attacks, and 
the transnational nature of cyberspace.  
 
It would be safe to assume that the industrial developed world, where the Internet and 
ICT infrastructures are generally better developed (as was the case in Estonia at the time 
of the attacks) would experience worse consequences following a cyber attack than 
developing nations. 
 
The price for hiring a botnet ($75/day [13, p183]) highlights how resources can be 
enhanced in cyberspace: that much money wouldn’t do much in traditional warfare. 
There, national budgets go up to U.S. $ hundreds of billions a year [52].  

11. The Russo-Georgian War 
Cyberspace proved once again to be a domain where accountability can be deflected. 
This attack also highlighted the potential to disrupt civilian systems in the cyber domain 
if there is a military might backing it up. 
 
This case shows that the Kremlin can exert influence with tools in the cyber domain 
without necessarily dealing with the consequences of its actions in the international 
community. This is further shown by the fact that the cyber attacks continued even after 
the cease-fire was ordered [53]. 
 
Russian military superiority was also backed in the cyber domain, given how asymmetric 
were the capabilities to use cyber tools in a war situation. 

12. Agent.btz infects US classified and unclassified networks, leading to 
operation Buckshot Yankee to counter it 

The long period it took to remove the DoD ban on thumb drives may be related to the 
time it took to eradicate the threat in military networks, “more than one year”[54]. 
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13. Conficker Worm 
This case, which [58] reports as not the only one of its kind, highlights the possibility to 
build a profitable (and massive) network of computers for cybercrime.  
 
The owners of the computers affected by Conficker may not know of the infection, 
presenting an accountability issue if the worm were to be used for more malicious goals. 

14.  Stuxnet, Flame and Duqu cyber campaign against Iran (codenamed 
Olympic Games) 

Source [57], besides arguing against the media hype surrounding Stuxnet, highlights the 
alleged willingness of governments, both in the West and elsewhere, to deal with 
criminal-originated tools in cyberspace.  
 
The high profile of this operation is shown on the willingness to attack third parties (the 
industrial systems mailing list [13, p218]) in order to stop defensive efforts.  
 
There are mixed reports regarding how long did Stuxnet delay Iranian procurement of a 
nuclear weapon. The Obama administration argued it pushed the development until at 
least 2015 [13, p230]. 

15.  WikiLeaks 
Julian Assange’s final goals are unclear and may even be qualified as obscure – this led 
members of his team to leave WikiLeaks and form OpenLeaks under a “less 
authoritarian” structure [11]. He simultaneously claims he wants to change or remove 
“authoritarian conspiracies” (i.e. governments) [11] and plans to run for the Australian 
Senate [72]. WikiLeaks is a political party there already [72]. 
 
Whichever the original intentions for the leaks are, their effect on people’s trust on 
democratically elected governments may be significant – and they are certainly used in 
the rhetoric by more authoritarian regimes such as Russia and China, as [73] shows for 
the latter. 
 
Private companies, particularly large platforms such as Amazon, may have been more 
concerned about the consequences of continuing hosting WikiLeaks against the U.S. 
government’s will (which could of course do harm to their business).  
 
The major newspapers that joined in did so in the light of the information to be revealed 
(that’s their business) but what’s unusual here is their alliance with WikiLeaks. There are 
probably not many examples where cyber-only players have received the support of 
major mainstream media organizations. 
 
US spying on UN’s Secretary General generated outrage, in a way presumably similar to 
the current reactions to NSA surveillance of US allies. WikiLeaks is the only case in this 
study comparable to the NSA leaks, and the US government’s reaction seems to have 
been quite similar – i.e. discrediting the source and trying to do damage control rather 
than to deal openly with the issue. 
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16.  Edward Snowden leaks information on NSA classified mass 
surveillance programs 

This case marks a major difference on how the government –and, given their relatively 
mild reaction, also the public– see cyberspace-based information collection as opposed to 
more physical seizes of information. If there were to be NSA agents peeking into 
people’s homes (without actually getting in) the people’s opposition might well be much 
stronger. 
 
The incident involving Bolivian president’s plane is likely harmful for American and 
European interests in the affected South American countries. It represents a reverberation 
of Snowden’s revelations (basically delivered on the cyber domain) on the domain of 
international relations. 
 
American officials seem to be trying to brush out and downsize the implications of NSA 
surveillance, both domestically and abroad. 
 
The NSA’s argument “it would be impractical to get FISAs for all” [88] is not hard to 
refute; if, for example, there were to be a lead to a terrorist in a neighborhood, would it be 
“impractical” to get warrants before accessing dozens of houses during the lookout? 
What would be the people’s reaction to this? And finally, why would accessing 
someone’s house be different from accessing phone or Internet content? Seriously 
addressing these questions in the future is cumbersome for both researchers and 
policymakers. 

17.  Hackers Intrude into New York Times 
The New York Times is a big actor with significant political clout and widespread 
influence. Even as the Chinese government threatened them, they went ahead and 
published the controversial report on Wen’s family wealth.  
 
As Mandiant (basically a contractor of The Times in this case) exposed the group, they 
were forced to retrieve, albeit temporarily. 
 
The above contrasts with attacks on Cybersitter (see case 9 on this paper, Chinese 
espionage), where the company, a much smaller player, exposed Chinese hacking but 
couldn’t stop them from using its proprietary software. 
 
The bigger and more powerful the actor, then, the more likely it will be able to deter 
Chinese intrusions or otherwise defend itself effectively. 



	
   46	
  

PART IV  
Conclusion: Some Critical Features 

 
The cases presented in this paper are very diverse in their scope, actors, tools used and 
outcome. Table 5 introduces a broad categorization for the cases in espionage, malware, 
attack or warfare, and public release of secret government information.  

Table 5. Broad classification of the cases 
 

Case number and case Category 
1. Markus Hess hacks into several US military and research 
facilities (Cuckoo’s Egg) 

Espionage 

2. Morris Worm Malware 

3. Dutch Hackers and British Hackers 
 

Espionage 

4. Operation Solar Sunrise Espionage 

5. Moonlight Maze Espionage 

6. Electronic Disturbance Theater (EDT) attacks Pentagon Attack or warfare 

7. ILOVEYOU and several other worms released Malware 

8. “Patriotic Hackers” Attacks  Attack or warfare 

9. Chinese Cyber Espionage 
 

Espionage 

10. Estonia receives cyber attacks Attack or warfare 

11. The Russo-Georgian War and its cyber component Attack or warfare 

12. Agent.btz infects US classified and unclassified networks, 
leading to operation Buckshot Yankee to counter it 

Malware 

13. Conficker Worm began to spread Malware 

14. Stuxnet, Flame and Duqu cyber campaign against Iran 
(codenamed Olympic Games)  

Attack or warfare 

15. Wikileaks releases thousands of diplomatic cables 
pertaining to the US State Department and its Missions abroad  

Public release of 
secret government 
information 

16. Edward Snowden leaks information about NSA classified 
mass surveillance programs 

Public release of 
secret government 
information 

17. Hackers Intrude into New York Times  Espionage 
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Some common conclusions can be drawn about the overall features of cyber conflicts. 
After extracting the conclusions, they were classified as related to (a) actors (b) socio-
political context (c) tools and other technical issues (d) sophistication of the attacks (e) 
outcome and damage and (f) accountability, and are presented below. 

(a) Actors  
Cyberspace has brought in a number of new players to international conflict, and 
traditional actors (notably states) have increasingly –albeit slowly– recognized the 
importance of the domain.  
 

• International cooperation, including both public and private actors, has proven 
indispensable for effective cyber defense when under attack.  

• The involvement of the private sector on cyber defense has been critical in many 
cases. This is referred to in [13, p22] as “perhaps the biggest difference between 
cyber conflicts and their traditional equivalent…” 

o 16 out of the 17 cases studied involved the private sector either in attack or 
defense. 

• On the State-sponsored side, the incidents present an increasing level of 
sophistication, extent and consequences.  

• Private citizens, who otherwise probably wouldn’t have a voice in international 
conflicts, have participated in conflicts on the cyber domain.  

• Some countries, notably Russia and China [13, p204], have taken advantage of 
the previous point to recruit cyber volunteers for militia-like attacks. 

• There is no evidence in the cases studied supporting that terrorist organizations 
have acted stand-alone on the cyber domain. 

(b)  Socio-Political Context 
We are at the early stages of understanding the political implications of conflict in 
cyberspace. International agreements are unclear on the subject and a single country, the 
United States, still has significant power. The findings presented here are US-centered, as 
this paper was developed using such a focus. However, 23 countries are involved in at 
least one case, either in attack or defense. Countries involved in two or more cases are 
(frequency in parenthesis): United States (16), Russia (7), China (3), Israel (3), The 
Netherlands (2) and Germany (2). Six of the cases presented had a global reach. Also, 
given the importance of the US in cyberspace, this perspective shouldn’t impose 
significant limitations on the conclusions to follow.   
 

• All of the major international cyber conflicts presented here have been related to 
an ongoing conflict in the physical domain. This is consistent with [13, p21] “The 
more strategically significant a cyber conflict is, the more similar it is to conflicts 
on the land…” 

• Awareness of the importance of conflicts in the cyber domain has steadily 
increased for policymakers, reflected on the outcomes of many of the incidents 
presented here. 

• Rich industrialized countries with a highly developed ICT infrastructure are at a 
higher risk concerning cyber attacks. 
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• The target of the attacks varies significantly in the presented cases; they range 
from nuclear facilities, to military or classified networks, to random computers in 
order to create cyber criminal networks. 

• Motivations for pursuing attacks on the cyber domain are also very dissimilar, 
ranging from political or social activism, to stealing intellectual property, to for-
profit crime, to State-sponsored warfare. 

• The general population’s reaction to the NSA leaks and the WikiLeaks has been 
relatively mild; this may be related to intrinsic differences on people’s views 
related to the cyber domain as opposed to the physical domain. 

(c) Tools and other Technical Issues 
The attacks studied in this paper have used significantly diverse tools, both on cyberspace 
and the physical world. This might be related to the sophistication of the actor, the 
amount of resources available, and the target of the hit. 
 

• Distributed Denial of Service (DDoS) is by far the most common type of cyber 
attack. Others include SQL injection, Cross-Site Scripting (XSS), email-based 
malware, and identity theft or defacement. 

• Air-gapped networks, or networks not connected to the public Internet, have not 
been exempt from attacks, as Stuxnet and Buckshot Yankee (Cases 12 and 14) 
show. 

• The tools used by attackers vary wildly, and so do the measures to counter them:  
o Hackers have used email, known or unknown vulnerabilities in operating 

systems, deception, and outsourcing of traffic attacks, among other attack 
tools. 

o The measures to counter attacks include bringing down the affected hosts 
or disconnecting them from the Internet, counter-attacks, software patches, 
relocation of the servers in different countries, among others. 

 (d) Sophistication of the Attacks 
• Sophistication varies greatly between cases; however, it seems like a perpetrator 

does not need highly specialized technical knowledge to intrude computer 
networks, a counter-intuitive fact. 

• Sophistication of for-profit malware tools has been, nevertheless, steadily 
increasing, as is shown by Conficker (Case 13). 

• Diverse layers of the Internet are affected for each case. The more sophisticated 
the attack, particularly if a State backs it, the more likely it is to affect all layers. 

(e) Outcome and Damage 
Some of the incidents presented here have had significant consequences on different 
dimensions. The Internet is now ubiquitous in developed countries, and there is little 
evidence suggesting it will not continue on expanding; this will probably further increase 
the potential damage of a cyber strike. 
 

• The economic impact or cost of cyber conflicts is hard to estimate. One factor 
feeding that is the general unwillingness of both private and public actors to 
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release such information. 
• The NSA leaks and the WikiLeaks show that information secrecy is particularly 

difficult to maintain on the cyber domain. 
• The United States has done a number of exercises on cybersecurity; the outcome 

of some of them remains highly classified, making it difficult to evaluate the 
actual risks present on the cyber domain. 

• The size of the actor under attack could have an influence on its ability to deter 
the attackers with actions in the physical world. 

• Only about a third of the cases (6 out of 17) have “global reach.” Most of the 
attacks are restricted to either one or a handful of jurisdictions. 

(f) Accountability  
The Internet’s architecture makes it difficult to tell where the information is originally 
coming from [36], making accountability difficult; when adding sophistication to an 
attack, it becomes cumbersome to hold the culprits responsible, particularly for powerful 
attackers. 
 

• The entrance barriers (including the monetary cost) for any actor to get involved 
in a conflict seem to be lower in the cyber domain than in the physical domain.  

• The previous point may be related to the more difficult attribution of 
accountability in the cyber domain, and the relatively less harsh consequences for 
the perpetrators of cyber crime. 

• Accountability gets further obscured when the attacks transcend national borders 
(and jurisdictions), which is very often the case.  

• Punishment for cyber crimes varies wildly across jurisdictions. 
• Difficulty in effectively holding a nation accountable has probably been an 

incentive for countries such as Russia, China and the United States to use cyber-
based warfare or espionage tools. 

• Accountability has proven difficult for large-scale cases, making it a desirable 
tool for States willing to push their international agendas.  

• Furthermore, direct attribution might not be an advisable goal for policymakers 
involved in cyber conflict: “Attribution, which usually starts at the most technical 
level before working up to the people and organizations responsible, usually is not 
a helpful approach for such strategically important cyber conflicts.” [13, p265] 

Closing Notes 
The framework used in this study has proven valuable when analyzing cyber conflict in 
an internally consistent way, and could be used for further work. Future study in this field 
is needed in order to gauge lessons from a higher number of cases, perhaps including 
perspectives from countries other than the United States. Particular categories of Table 5 
might be addressed individually in the future, since they might have more common 
features and yield a better picture of that specific type of conflict. Also, researchers 
should assess people’s perception of cyberspace, particularly related to privacy; the mild 
reactions to NSA revelations and WikiLeaks may not be fully understood until such 
studies are conducted. 
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Significance of cyberspace as a domain for international relations will likely increase 
overtime, as reflected by recent (unsuccessful) ITU efforts to regulate the Internet. 
Literature on this subject is definitely in its infancy, presenting obvious challenges for 
policymaking. Scientific research on international cybersecurity is a continuous 
necessity, particularly for developed countries such as the United States, with higher 
stakes on the event of an attack. Further studies should aim at addressing both technical 
and policy issues, since there is an intrinsic feedback among them when dealing with the 
Internet and cyberspace. 
 
There are five appendices to this paper: 

1. A brief set of exercises related to cybersecurity in the United States. 
2. The main matrix generated with the framework used in this study, containing 

the information of the 17 cases3.  
3. Choucri and Clark’s model of the layers of the Internet. 
4. A list of countries involved in each case. 
5. Selected significant cyber incidents, which is the base list for future work by 

the same author. 
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  be	
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  differences	
  in	
  the	
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  paper.	
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Appendix 1. A brief set of US government’s actions and reports related to cybersecurity. 
 
 

Report or action and 
date 

Actors involved Tools used Power relationships Outcome, “lessons learned” and 
observations 

11th February 1970 
 
US DEFENSE 
SCIENCE BOARD 
GROUP REPORT 
ON COMPUTER 
VULNERABILITY 
US [69] 

DoD and other military 
related agencies [1] 

  This may be one of the first formal 
recognitions of cyber vulnerabilities by 
the US government.  
 
Provides guidelines for protecting 
classified information and systems [1]. 

1995 - Airforce 609th 
Information 
Squadron Creation 
[69] 

US Military “The first operational information 
warfare (IW) combat unit in 
United States  
Military history” [7] 

 1.- The main highlight here is the formal 
creation of a unit devoted to prevent cyber 
attacks to the US military: "This is not an 
experiment, this is an operational combat 
unit capable of defending our networks," 
[78] 
2.- "Unclassified [communication] is our 
primary concern. The classified networks 
are fairly secure (…) But you could still 
bring somebody to their knees if you take 
out their unclassified communications." 
[78] 
 
The inclusion of more functions into 
cyberspace, which would potentially use 
unclassified networks, is likely to bring 
more vulnerability and the need for 
stronger security and more supervision of 
the networks.  
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Operation 
ELIGIBLE 
RECEIVER, 1997 

The NSA acting as the red 
team, simulating an enemy 
intrusion [13, p42] 
 
The DoD as the target of 
such attacks [13, p42] 

The NSA intruders used tools 
“readily available in the internet” 
to gain access to DoD systems. A 
dummy file was created in the 
folders to which they accessed 
[13, p42].  
 

This was an internal exercise, 
but given the ease with which 
the simulated attacks were 
made, it draw substantial 
attention from top US officials 
[13, p345]. 
 
 

The lessons learned were shared with 
NATO partners [13, p40], reflecting both 
an increased concern for military 
cybersecurity and a will to enhance 
international cooperation in the matter. 
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Appendix 2. Matrix summarizing the cases.4 
 

Case number, 
Case and date 

Actors involved Tools used and actions Power relationships Outcome  Inferences and Observations 

1. August 
1985 
Markus Hess 
hacks into 
several US 
military and 
research 
facilities 
(Cuckoo’s 
Egg) 
 
 

• Markus Hess / 
German citizen 
working for 
KGB [2][64] 

• Clifford Stoll / 
Systems 
Administrator 
for Berkeley 
Lab [2][64] 

Hess: Piggybacking, or 
accessing a network along with 
an authorized user (LBL) [2] 
 
Stoll: A honeypot, a bogus 
piece of information seemingly 
relevant to the hacker used to 
keep him online and track him 
[2].  

Stoll had difficulties 
attracting attention to the 
case from officials, since 
they were “more concerned 
with ‘real’ crime and 
counterintelligence than the 
hard-to-fathom world of 
networks” [13, p7] 
 
 

Hess and associates obtained 
“sensitive semiconductor, 
satellite, space, and aircraft 
technologies.” [3] 

Hess had trouble getting help 
from public officers even though 
this event happened during the 
Cold War and the KGB turned 
out to be involved. 

2. November 
1988 
Morris Worm 
 
 

Robert Tappan 
Morris [5] 
 
Cornell 
University [5] 

Leaked from a different 
location (MIT) to cover its 
origin (Cornell) [4].  
 
The worm overloaded 
computers (denial of service) 
because of running too many 
copies in the same host. 
[4] 
 
Morris spread mechanism is 
described on [92]: “Morris 
identified four ways in which 
the worm could break into 
computers on the network: (1) 
through a "hole" or "bug" (an 

This was most likely a one-
man-act and was duly 
condemned by the Cornell 
commission who 
investigated the case: “This 
was not a simple act of 
trespass analogous to 
wandering through 
someone’s unlocked house 
without permission but with 
no intent to cause damage. 
A more apt analogy would 
be the driving of a golf cart 
on a rainy day through most 
houses in a neighborhood. 
The driver may have 

A relatively large fraction of the 
computers connected to the 
Internet at the time were infected 
(some quote 10% [70]).  
 
The Cornell commission 
investigating the case fended off 
attempts to portray Morris’ 
actions as heroic: “Although 
such security flaws may not be 
known to the public at large, 
their existence is accepted by 
those who make use of UNIX.” 
[5]  
 
Morris was sentenced to 3 years 

The media and the general 
public seem to have taken it as 
an indication of the internet 
vulnerability. 
 
This must be looked considering 
the novelty of the internet in 
1989 and the extremely limited 
number of users it had when 
compared to the net nowadays. 
 
Something remarkable is the 
ability that an individual had to 
affect a large network, with 
access to relatively modest 
resources. 
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error) in SEND MAIL, a 
computer program that transfers 
and receives electronic mail on 
a computer; (2) through a bug 
in the "finger demon" program, 
a program that permits a person 
to obtain limited information 
about the users of another 
computer; (3) through the 
"trusted hosts" feature, which 
permits a user with certain 
privileges on one computer to 
have equivalent privileges on 
another computer without using 
a password; and (4) through a 
program of password guessing, 
whereby various combinations 
of letters are tried out in rapid 
sequence in the hope that one 
will be an authorized user's 
password, which is entered to 
permit whatever level of 
activity that user is authorized 
to perform.” 

navigated carefully and 
broken no china, but it 
should have been obvious to 
the driver that the mud on 
the tires would soil the 
carpets and that the owners 
would later have to clean up 
the mess.” [5] 

probation, 400 hours of 
community service and fined 
$10,000 [79]. 
 
The DoD funded the creation of 
the first-ever CERT at Carnegie 
Mellon University. [13 p32] 
 
 
 

 

3. 1990-1991 
Dutch 
Hackers and 
1994 British 
Hackers 
 

Unnamed Dutch 
“teenage hackers” 
[6]. 
 
US Military 
 
North and South 
Korean 
installations. [13, 
p37] 
 

The Dutch attackers used 
undisclosed “fairly 
unsophisticated methods.” [13, 
p344]. 
 
The “(teenagers from Holland) 
intruded into the networks of 34 
US military installations during 
the lead up to the first Gulf 
War. Using fairly 
unsophisticated methods, the 
hackers were searching for 
information on missiles, 

USDA website [6] states 
that no foreign intelligence 
agency was proven to be 
involved.  
 
 

The US military didn’t know for 
hours if the target was in North 
or South Korea, and if it were to 
be the former it could have been 
interpreted as a threat by the 
regime, at the time in negotiation 
with the US regarding their 
nuclear program [13, p37].  
 
The target was, however, in 
South Korea [13, p37].  

It is possible that the intruders 
were planning to sell the 
information they collected. 
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nuclear weapons, and DESERT 
SHIELD.” [55] 
 
 The hackers from the 
Netherlands gathered 
information for “over a year” 
regarding US operations prior 
to the Gulf War. [6] 
 
The British attackers used a 
route through the US to connect 
to Korean targets (a nuclear 
institute). [13, p37] 

4. Operation 
Solar Sunrise, 
Feb 1998 

Two teenagers 
from California 
and one teenager 
from Israel 
(Tenenbaum) 
[65].  
 
Military agencies 
in the US and 
Israel 

Attackers used Known 
vulnerabilities in operative 
systems [79].  
 
The profile of the attack is 
described in [79]: “(a) probing 
to determine if the vulnerability 
exists, (b) exploiting the 
vulnerability, (c) implanting a 
program (sniffer) to gather data, 
and (d) returning later to 
retrieve the collected data.” 
 
Attackers also made it look like 
the intrusion was coming from 
several countries in Europe and 
the Middle East [79]. 

This attack had apparent 
massive mobilization due to 
the suspicion of ‘Iraqi 
warfare’ and went all the 
way up to the US 
President’s Office [9]. 
 
“Although all DoD targeted 
systems were reported as 
unclassified, many key 
support systems reside on 
unclassified networks 
(Global Transportation 
System, Defense Finance 
System, medical, personnel, 
logistics, and official e-
mail)” [67] 
 
Tenenbaum, the Israeli 
teenager, claims his 
objective was to “show the 
systems’ vulnerability” 
rather than to cause harm 
[9]. 

This real world incident led to 
the creation of the Joint Task 
Force for Computer Network 
Defense (JTF-CND) by the US 
Department of Defense [13, p44-
47]. For the first time there was 
a centralized unit capable of (and 
responsible for) responding to 
cyber attacks “crossing borders 
between commands and 
agencies” [13, p44-47].  
 
The JTF-CND would initially 
report directly to the Secretary of 
Defense, although it was moved 
under the US Space Command 
within a year [13, p44-47].  
 
An interesting feature of the 
JTF-CND was the coordination 
with the private sector in 
“critical industries” via the 
National Infrastructure 
Protection Center (NIPC) [13, 

Rather than being the exception, 
to this point in the timeline it 
looks as if teenagers or 
otherwise young hackers with a 
sense of grandiose goal are the 
rule in big cyber attacks.  
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Tanenbaum was later 
convicted for credit card 
fraud [66]. 
 
The US had ongoing 
tensions with Iraq at the 
time related to weapons of 
mass destruction [104]. US 
suspected the attacks came 
from Iraq, but found the 
Californian teenagers 
instead. [13, p43] [9] 

p44-47].  
 
JTF-CND’s mission was 
expanded to potentially include 
Offense, renaming it to JTF-
CNO, with the last “O” standing 
for Operations [13, p44-47].  
 
The outcome of the attack was 
consistent with the findings of 
operation Eligible Receiver (see 
Appendix 1): “DoD has no 
effective indications and 
warning system, intrusion 
detection systems are 
insufficient, DoD is not 
organized effectively for IO, and 
that identifying the threat group 
and motives is a problem.” [79] 

5. Moonlight 
Maze 
(Russians 
attack US 
Military and 
universities), 
March 1998 

“Russian cyber-
spies” targeting 
US Military, 
agencies and 
“leading civilian 
universities” [68]  
 
“Corrective” 
actions 
coordinated by 
National 
Infrastructure 
Protection Center 
(NIPC) and Joint 
Task Force for 
Computer 
Network Defense 
(JTF-CND) [69] 

The hackers simply “plucked” 
the data, since it data was not 
encrypted or protected behind a 
firewall when it was sent to a 
printer [80].  
 
DoD’s defensive measures 
included centralizing the route 
–gateways– through which 
information travels for 
unclassified data, and asking 
for a Department-wide change 
of password. [13, p50] 

Details remain classified, 
but according to a professor 
in the area the attacks were 
traced back to Russia, 
although he admits that this 
is no indication of the 
source of the attack [81]. 
 
This turned out to be a high 
profile case resulting in a 
“wake-up call to the DoD”. 
In DoD’s words “Defense 
exercises and real world 
events in 1997 and in early 
1998 demonstrated the need 
for an organization within 
the Department to 
coordinate its defensive 

 John Arquilla, a professor of 
defense analysis, says regarding 
this incident “In the realm of 
cyberspace-based disruptive 
threats, we haven't yet had what 
they call the electronic Pearl 
Harbor” [70]. “What we really 
are talking about is a social gulf 
between those who have the 
skills to do costly disruption and 
those who are radical enough to 
want to do it.” [70]  
 
The same year this happened a 
group of hackers testified in 
front of the Governmental 
Affairs Committee of the US 
Senate [36].  

Arquilla’s assertion (left cell) 
seems sound, since the cases we 
have seen up to this point in time 
have been perpetrated mostly by 
non-radical, non-Al Qaeda-like 
affiliated people, but rather by 
lone wolves with non-war 
intentions. 
 
One interesting fact regarding 
L0pht’s hearing on [36] is the 
lack of interest on foreign 
attacks, the same year Moonlight 
Maze happened – only a few 
questions addressed the subject 
in a one-hour testimony. A 
possible explanation for this is 
the lack of unclassified 
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activities and to have the 
authority to direct the 
necessary actions for that 
defense.”[82] 
 
The Secretary of Defense 
called this a “state 
sponsored attack” [13, p49]. 
At the very least, it showed 
the potential impact of a 
specialized, potentially 
state-backed, attack – as 
opposed to a random attack 
by some individuals with 
rather unclear goals. 

 
An interesting conclusion of the 
hearing on [36], however, is that 
there were not many incentives 
for software companies to 
increase security in their 
systems. According to the 
testimony, “companies want to 
ignore problems… it’s cheaper 
for them.” The hackers also 
emphasized the difficulty of 
establishing where or from 
whom a particular action is 
coming from on the internet 
[36], a fact consistent with 
Moonlight Maze outcome.  
 
Shortly after Moonlight Maze, 
PDD-63 "sets a goal of a 
reliable, interconnected, and 
secure information infrastructure 
by the year 2003." [81] Also, 
“The National Infrastructure 
Protection Center (NIPC) was 
established as a result of PDD-
63” [81].  The DoD’s Joint Task 
Force for Computer Network 
Defense came operational that 
same year [13, p48]. 

information there was (and still 
is) on the incident.  
 
Policy makers wanted to address 
the issue of companies having no 
incentive to enhance security on 
[36] but appeared not to know 
how at the time this took place, 
resulting in a very cautious 
approach. 
 
Another highlight of [36] is that 
the hackers used pseudonyms on 
a public hearing, an event hardly 
imaginable in a domain different 
than cyberspace. 
 
What’s unusual about Moonlight 
Maze is that after 15 years it 
remains highly classified, 
perhaps speaking about the 
seriousness of the incident. 

6. Electronic 
Disturbance 
Theater 
(EDT) attacks 
Pentagon – 
September 
1998 

Electronic 
Disturbance 
Theater – a group 
of activists [63] 
on the cyber 
domain. 
 
The United States 

The attacker-developers made 
available html code and java 
applets (browser add-ins) that 
allowed people to reload a 
website in an infinite cycle 
[10]. With the right amount of 
users participating in the “sit-
in”, this would result in a 

In their website, they claim 
to be “engaged in 
developing the theory and 
practice of Electronic Civil 
Disobedience (ECD).” [63]  
 
Ricardo Dominguez, an 
associate professor at the 

The socio-political nature of this 
attack is consequent with 
“Dorothy E. Denning's 
testimony before the U.S. House 
of Representatives: ‘Both EDT 
and the Electrohippies view their 
operations as acts of civil 
disobedience analogous to street 

EDT’s attacks, although 
apparently restricted to Mexican 
and US-immigration issues [62], 
have the potential to be 
replicated basically anytime, 
anywhere. Given the availability 
of tools provided by EDT 
(FloodNet), minimum technical 
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and Mexico Denial-Of-Service attack. This 
would become to be known as 
“FloodNet” [10][61].  
 
The Pentagon and other US and 
Mexican authorities (the 
“hacktivists” were supporting 
the Zapatista movement [60]) 
would change their site to, 
when detecting a FloodNet 
attack, opening many browser 
windows eventually leading the 
browser and the host computer 
to crash – stopping the attack at 
the source. [10] 

University of California San 
Diego [62], led the EDT. 

protests and physical sit-ins, not 
as acts of violence or terrorism. 
This is an important distinction’" 
[71] 
 
“While maintaining a focus on 
the Zapatista movement--
paradoxically, a nomadic site-
specificity-- EDT has realized 
the (potential) links between 
bottom-up struggles for social 
justice.” [71]  
 
 

skills are required. 
 
One consequence of Denial-Of-
Service attacks is that users who 
may support the hacktivists’ 
cause and need to use the 
attacked website are also 
affected. A possible analogy is a 
group of people blocking a 
highway (common in 
Venezuelan exhibitions) and 
blocking passage to everybody, 
including their supporters. The 
obvious unintended consequence 
is the loss of supporters, 
although this might not be 
comparable to the impact on the 
media that such an event may 
have. 

7. 
ILOVEYOU 
and several 
other worms 
released, ca. 
2000 [13, p50] 

ILOVEYOU was 
developed in the 
Philippines by, 
among others, a 
former computer 
science student, 
Onel de Guzman. 
[14] [15] 
 
 
Philippines’s 
National Bureau 
of Investigation 
(NBI), with the 
assistance of the 
US FBI [15] 
 
Microsoft, the 

In order to appear innocuous, 
ILOVEYOU included a .txt 
“extension” in the filename, 
making it appear as a simple 
text file [16]. The real 
extension (not shown by 
Microsoft Outlook at the time) 
was .vbs – an executable file 
[16]. It would then spread to 
every contact in the address 
book, hiding the malicious 
intent even further by using 
senders known to the receiver. 
[14] 
 
The worm created a copy of 
itself in media files in the 
computer, destroying the 

ILOVEYOU affected tens 
of millions of computers 
worldwide and had an 
estimated clean-up cost of 
USD 15 billion. [17] 
 
Despite this dramatic 
impact, the charges against 
the suspects were dropped:  
there was no law in the 
Philippines at the time 
punishing the development 
of malware [17]. 
 
There was no international 
treaty that would enable the 
prosecution of de Guzman. 
The ILOVEYOU episode 

This worm was, given its 
massive reach, a wake-up call to 
a number of actors, including 
technology giants such as 
Microsoft [23]: “ILoveYou 
grabbed the entire world, for the 
first time, by the collar and 
forced it to take security 
seriously” [16].  
 
The author –or one of them– of 
Melissa (an American citizen), a 
virus which spread about a year 
earlier than ILOVEYOU, was 
sentenced to 20 months in 
prison, fined USD 5,000 and 
ordered to “not be involved with 
computer networks, the Internet 

The collective revenue of 
antivirus vendors increased 37% 
from 2000 to 2002 [20, 
calculation by the authors], a 
fact consistent with heightened 
cyber security by private and 
public actors for the 
aforementioned period. 
Correlation does not imply 
causation here, so there might be 
other reasons for these increased 
sales (e.g. growth of the Internet 
itself). 
 
Punishment for the perpetrators 
of Melissa (US) and 
ILOVEYOU (Philippines) only 
highlight how surreally different 
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proprietary owner 
of the software 
through which the 
virus spread, the 
Outlook email 
client [23]. 
 
This worm 
affected a large 
number of private 
actors. According 
to McAffee, then 
the largest 
antivirus vendor, 
the worm infected 
“60 to 80 percent 
of its Fortune 100 
clients.” [22] 

original files with extensions as 
.jpg, .mp3 and several others 
(this was particularly damaging 
to media related companies 
[22]). It also directed the 
computer’s browser to a 
specific website, in order to 
sniff login information 
(usernames and passwords). 
[18, p493] 
 
Another (possibly unintended) 
consequence of the virus was 
overflowing email servers, 
resulting in either Denial of 
Service due to the overload, or 
forcing the entity to shut down 
their email service altogether 
(see for example how it 
affected the British Parliament). 
[19] 

increased awareness on the 
need to coordinate 
internationally – given the 
nature of cyberspace, i.e. 
transcending “constraints of 
geography and physical 
location”[24, p3]. See [18] 
for a review of some of the 
international initiatives 
under way in 2002, 
including actions by the 
European Union and G-8. 

Onel de Guzman left school 
his department rejected his 
thesis [15]. His work 
consisted in a proposal to 
massively steal passwords, 
in order to allow more 
people to connect to the 
internet [15]. 

or Internet bulletin boards unless 
authorized by the Court” [21]. 
By comparison, one of the 
authors of ILOVEYOU, causing 
much more widespread damage 
than Melissa (which limited 
itself to the first 50 contacts in 
the address book [22]), could not 
be sentenced in the Philippines. 
Instead he was free to be 
interviewed and brag about how 
he had “become part of the 
history of the Philippines.”[14]  
  
This worm affected a large 
number of private actors. 
According to McAffee, then the 
largest antivirus vendor, the 
worm infected “60 to 80 percent 
of its Fortune 100 clients.” [22] 

can the consequences of a 
similar crime be across different 
jurisdictions. This is the case, 
naturally, for other types of 
crimes, but it seems to be 
particularly significant in 
cyberspace.  
 

8. 1999-2001 
“Patriotic 
Hackers” 
Attacks [13, 
p50] 

The United States 
and its NATO 
allies 
 
Serb and Russian 
hackers 
 
American hackers 
 
Dutch hackers 
 
Chinese hackers 
 
China 

Hackers attacking from 
Belgrade –allegedly Serbs and 
Russians [13, p50]– sent 
thousands of requests to NATO 
website, effectively resulting in 
Denial of Service to legitimate 
users. In particular, they used 
ping (short for Packet Internet 
Groper) [27], which is a request 
used mainly to check the 
availability of a host (in our 
current concern a website). In 
this case, however, it was used 
with malicious intent. 
 

These attacks are perhaps 
the first instance where the 
episode can be called a 
cyberwar [30], because they 
were connected to the 
ongoing physical war in 
Kosovo. 
 
The US and Chinese 
responses to the cyber 
attacks originating from its 
territory were distinctly 
different. The former made 
it clear to its citizens that it 
did not encourage patriotic 

One main consequence of this 
series of episodes is the 
emergence of cyber as a domain 
for warfare. Although [13, p27-
40] shows that the consideration 
of cyber defense since at least 
two decades before 1999, the 
potential consequences should 
Kosovo related attacks been 
more successful “could have 
been devastating”[35]; this in 
turn showed the world, and 
military powers in particular, 
that “the Internet is no longer 
just a side issue.” [27] 

While terrorism itself can be an 
act of war, our emphasis here is 
on the possible consequences of 
getting involved in an active 
international conflict as a 
physical terrorist or as a cyber 
terrorist. Any physical act of 
terror is presumably harder to 
cover and will probably be 
prosecuted in a tougher manner 
than an act of cyber terror. 
Furthermore, large-scale terrorist 
attacks (e.g. 9/11) may involve 
members of the terrorist groups 
doing the ultimate sacrifice, a 
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The attackers also targeted 
NATOs email server with a 
virus similar to Melissa (see 
previous case) [27]. At least 
one US-based hacktivist group 
attacked US official sites with 
anti-war propaganda [30]. 
 
In retaliation for US accidental 
strike on the Chinese embassy 
in Belgrade, Chinese hackers 
attacked American government 
webpages [13, p51]. The 
hackers managed to gain 
control of various sites, 
including the Department of 
Energy website, and they 
claimed also gaining control of 
WhiteHouse.gov [30]. In the 
DOE case, they did so by 
modifying the file containing 
the administrator’s usernames 
and password, which was 
stored in their Web Server [30]. 
This way, they could pass as 
the site’s legitimate 
administrators and access its 
control panel. 
 
Dutch hackers attacked a 
Yugoslavian ISP to support the 
NATO side [30]. 
 
American President Bill 
Clinton ordered state-sponsored 
cyber attacks on Yugoslav 
President Milosevic’s foreign 

hacking, given that “such 
activity is illegal and 
punishable as a felony.” 
China, on the other hand, 
did little to encourage its 
own hackers to stop [13, 
p51]. This is consistent with 
dissimilar views of the 
internet as a tool for foreign 
policy [13, p50]. At the very 
least, cyber attacks on 
foreign targets were seen 
very differently in the two 
countries. 
 
At least some of the hackers 
here were regular citizens, 
presumably not involved in 
politics, the military or 
espionage, and with very 
limited actual political or 
military power. Cyberspace 
provided them with a venue 
to be actors in the war, with 
limited risks and a very 
visible outcome.  

 
 
[35] Quotes that most of the 
attacks concerned in this case 
have been classified as cyber 
terrorism.  
 
The official response of the US 
was to shut down the DOE 
website until clarifying how the 
hackers managed to gain access 
[30]. The White House also 
closed its site for a few days 
largely as a preventative 
measure following hijacking 
attempts [30].  
 

suicidal operation. In cyber-
based terrorism, this has hardly 
ever been the case. The risks and 
the consequences of cyber 
terrorism are thus much lower 
than that of physical terrorism. 
We can then assume this could 
be an incentive for terrorist 
groups to get involved in cyber-
based attacks in the future. 
 
Keeping the distances, the 
potential effect of a petty 
officer’s (involved in the war) 
actions and a hacker are hardly 
comparable; the former takes a 
much higher risk – going all the 
way up to death – whilst the 
latter only faces (potentially) 
prosecution; and in the Chinese 
case, they are almost certain to 
walk. The point here is that 
cyberspace as a domain is giving 
previously non-existent actors 
the possibility to actively 
participate in a major 
international conflict. 
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bank accounts [35]. 

9. Chinese 
Cyber 
Espionage, 
2005-2012* 
[13, p165-173] 
 
*These dates 
mark the first 
public US 
recognition of 
the Chinese 
intrusions and 
the latest time 
for which this 
case’s sources 
address the 
issue; this is 
believed to be 
an ongoing 
threat [13, 
p173]. 

China. Agencies 
include “the 
Ministry of State 
Security (MSS), 
the Ministry of 
Public Security 
(MPS), the 
Second 
Department of the 
People’s 
Liberation Army 
General Staff 
Department 
(2PLA), or the 
Liaison Office of 
the General 
Political 
Department.” [42]  
 
Hacker groups 
based in China 
 
The United States, 
its allies, and over 
a hundred 
countries as the 
targets of the 
attacks [13, p167] 
 
Private firms in 
diverse economic 
sectors, mostly in 
technology 

Chinese hackers have 
reportedly used a wide range of 
tools to infiltrate foreign 
networks, ranging from 
capitalizing zero-day 
(previously unknown) 
vulnerabilities in third-party 
systems, to sending emails 
impersonating trusted senders, 
and many other less 
sophisticated approaches [13, 
p171]. 
 
When gaining control of the 
systems, the Chinese have 
reportedly been able to control 
peripherals, including cameras 
and microphones [93]. This has 
given them physical world 
espionage capabilities, besides 
the obvious sniffing of digital 
information. 
 
China is also believed to be 
scanning through US military 
computers [13, p166], 
presumably in order to seize its 
current state, development and 
advances. 
 
 

The head of the US National 
Security Agency and Cyber 
Command has estimated the 
loss for American 
companies in intellectual 
properties at USD 250 
billion [13, p173]. This is, 
evidently, an enormous 
incentive to denounce and 
try to stop the Chinese 
espionage.  
 
That, however, has not been 
the case, with few 
exceptions such as Google 
denouncing what has been 
called “operation Aurora” 
[94].  
 
There may be a number of 
reasons for the above. In the 
private actors case, 
denouncing China could 
lead to Beijing making it 
harder for them to do 
business there [13, p173]. 
Considering rapid Chinese 
economic expansion, and 
the fact that the middle class 
there is larger than the entire 
population of the United 
States [37], this is arguably 
a strong incentive not to 
publicly denounce Chinese 
intrusions. 

There might be other reasons for 
companies not defying China 
publicly: although the 
intellectual property fight seems 
to be rising in the United States 
[40], fighting that fight in China 
may be more difficult; besides 
the inherently different Chinese 
framework for intellectual 
property [41], there might be 
little gain in trying to prosecute a 
Chinese hacker and recover the 
loss, since any enforcement 
would require diplomatic efforts 
[33].  
 
There is a distinction to be made 
on what is generally qualified as 
“Chinese espionage.”[42] The 
“conventional view” for Western 
analysts tends to categorize most 
types of espionage as if being 
State-sponsored [42]. In reality, 
the main goal of Chinese 
“official” intelligence is to 
protect the power of the 
Communist Party [42]. The 
highlight is that non-state actors 
also execute economic 
espionage, with or without 
official Chinese support or 
encouragement [42]. 
 
The Cox Report, the result of a 
US House of Representatives 

If Cybersitter’s (left cell) 
allegations are true, one 
conclusion is that the Chinese 
government itself is involved or 
encourages cyber espionage for 
policy-related goals. 



	
   64	
  

 
The US and China, as the 
world’s two biggest 
economies [38], are also 
economically 
interdependent. Only in US 
Treasury Bonds, China is 
reported to own USD 1.25 
trillion [39]. This, and the 
need for cooperation in 
geopolitical issues such as 
Syria and Iran [13, p173], 
may complicate US 
government public attempts 
at denouncing Chinese 
cyber espionage.  
 
APT1, a Chinese hacking 
group, has major 
infrastructure including 
“1,000 servers” and a 
“special fiber optic 
network” [99]. 
 
Unconventional agents 
include ethnic Chinese not 
physically present in China 
[42]. However, there seems 
to be a bias toward 
believing this to be the 
majority, while in reality 
that might not be the rule 
but rather an exception 
targeting dissidents or 
Taiwan [42]. 

commission, concluded that 
China had gained access to 
“advanced US thermonuclear 
weapons.”[43]  
 
See the case where a small 
California-based company 
(Cybersitter) claims its software 
was basically stolen by the 
Chinese government for use in 
the Green Dam Project, the 
massive firewall preventing 
millions of Chinese users to 
access contents ranging from 
pornographic sites to politically 
oriented portals [33]. The 
company states the Chinese 
government owes it USD 2.2 
billion [33]. The suit, however, 
had limited chance of success 
because it was done in a US 
court, with the alleged criminal 
activities happening in China 
[33]. Following the suit, the 
company received a cyber 
attack, presumably from China 
[34]. 
 
The Chinese hacking group 
identified by Mandiant (a 
cybersecurity firm) as APT1, is 
involved in economic espionage, 
attacking companies in many 
industries, and stealing 
commercial information 
[98][99].  
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10. Estonia 
receives cyber 
attacks from 
April 17th to 
May 18th, 
2007 [13, 
p174] 

Estonia 
 
Russia 
 
Estonian private 
actors, including 
newspapers, 
technical 
associations, 
banks and 
individuals 
 
Public and private 
actors from 
NATO allies, 
particularly 
Finland, Israel, 
Germany and 
Slovenia [13, 
p184] [46] 
 
Russian and 
Russian-Estonian 
hackers, and 
members of the 
Russian diaspora 
worldwide, 
possibly 
supported by the 
Kremlin 

Spam attacks targeted senior 
Estonian political officials; the 
parliament’s email server was 
shut down, as it became 
inoperable [13, p176]. Official 
Estonian sites received 
Distributed Denial of Service 
(DDoS) [44] attacks, affecting 
the traffic loads through 
Estonian networks and 
“resulting in malfunctions or 
non-availability of Internet 
services.” [13, p177] Initially, 
this offensive was conducted in 
a fashion similar to the 
Electronic Disturbance 
Theater’s attacks: by 
developing a script to load over 
and over the targeted site, 
making it available for 
download, and coordinating a 
time to use it. [13, p178-179] 
 
An Estonian newspaper, 
Postimees Online received 
DDoS, and “bots” posted 
politically oriented comments 
in its forums [13, p177]. 
 
The Postimees Online shut 
down foreign access to its site, 
limiting the possibility of 
further attacks but also its 
international outreach [13, 
p177]. 
 
Both private and public actors, 

The motivation for the 
attacks can be traced 
perhaps to earlier in 2007, 
when Estonia had 
announced it would move a 
WWII monument (the 
Bronze Soldier [48]) from 
the center of its capital 
Tallinn to a cemetery in the 
outer edge of the city [13, 
p174-176].  
 
The monument carried 
strong symbolism for ethnic 
Russians living in Estonia 
and Russians alike, as it 
represented the Soviet 
victory over Nazi Germany 
(Russian decision-makers 
asked Estonia not to move 
the monument) [13, p174-
176].  
 
For some other Estonians, 
however, the monument was 
a symbol of Russian 
oppression during the USSR 
regime [13, p174-176] 
(Estonia became 
independent only six years 
earlier in 1991) [56]. 
 
As Estonia qualified the 
attacks as being of Russian 
origin, International 
cooperation, including 
several European countries 

Estonia became a cybersecurity 
hub in the aftermath of the 
attack, as shows the “hosting of 
the NATO Cooperative Cyber 
Defense Center of Excellence 
and EU Agency for large-scale 
IT systems.” [13, p187] 
 
The price of hiring a botnet with 
sufficient bandwidth to perform 
the attacks was $75/day [13, 
p183]. 
 
The suspicions of Russia being 
involved directly are not 
irrational. Former Soviet states, 
such as Estonia, are of particular 
importance in Russian foreign 
policy, and diminishing Western 
influence [13, p191] in the 
region is a very likely goal of the 
Kremlin. 
 
The volume of the attacks, and 
their coordination over time, also 
make Russia a viable suspect 
over an ad-hoc network of 
hackers in the Russian diaspora 
[13, p188-189] [46].   
 
The use “of globally dispersed 
and virtually unattributable 
botnets”[46], and particularly 
those including computers used 
without the owner’s knowledge 
(as was the case in Estonia) [47], 
obviously makes prosecution of 

The necessity for international 
cooperation [13, p184] in order 
to successfully counter cyber 
terrorism [46] was highlighted 
by these attacks. 
 
The attacks probably did not 
achieve any of the goals 
described on the left cell (third 
paragraph) for Russia because 
they were unsuccessful in 
significantly crippling Estonian 
ICT infrastructure, or 
operability, for a sustained 
period of time.  
 
As Russia is economically and 
politically deterred to openly 
attack Estonia [46], a covert 
digital operation is certainly a 
viable alternative to exert 
international influence. 
 
Accountability proved to be very 
different in the physical and 
cyber sides of this conflict (see 
left cell – fifth paragraph), both 
because of the difficulty of 
tracking the source of the cyber 
attacks, and the transnational 
nature of cyberspace.  
 
It would be safe to assume that 
the industrial developed world, 
where the Internet and ICT 
infrastructures are generally 
better developed (as was the case 
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coordinated by the Estonian 
CERT, responded initial 
attacks. The latter had the 
technical lead role. [13, p178-
180] 
 
Subsequent attacks did not rely 
on human operators but on 
botnets (“network of robots”), 
or automated networks used to 
attack virtual targets. These 
comprised three types [13, 
p182]:  
• Internet Control Message 

Protocol (ICMP) flood, 
which uses either a 
deceptive broadcast 
pretending to originate from 
within the network, a 
sufficient number of ping 
requests to overflow the 
target’s bandwidth, or less 
commonly the sending of a 
specific package which leads 
to the target system to crash 
[45]. 

• SYN flood, in which the 
attackers impersonate a valid 
address in the network and 
send a request to connect 
with the target host; the host 
then responds and opens a 
terminal (SYN-ACK), but 
the attacker doesn’t send the 
last part of the connection 
request (ACK), resulting in 
the terminal being not 

and Finland in particular, 
arose [13, p184-186]. This 
included individual foreign 
technical professionals, 
ISPs, network companies, 
and other private and public 
actors [13, p184-186]. 
 
The attacks were traced 
back to Russia, but the 
direct involvement of the 
Kremlin has not been 
proven [13, p189-190].  
 
This did not stop, however, 
Estonian politicians and 
senior media officials of 
attacking Russian 
government directly in the 
aftermath of the attack, and 
the event “continues to 
frame Russian-Estonian 
relations today.” [13, p188-
189]  
 
The Estonian reaction may 
have been directed at 
discouraging future uses of 
cyber attacks to exert 
influence in international 
relations, particularly by 
Russia [13, p184-191]. 
 
Although for the context of 
this paper the cyber attacks 
are the central issue, the 
physical counterpart during 

the culprits very difficult: 
“Estonian authorities made a few 
in-country arrests but never 
uncovered the main culprits, 
who were allegedly operating 
out of Russia” [46]. By contrast, 
300 people had been arrested by 
the morning of the day after the 
street riots started [48].  

in Estonia at the time of the 
attacks) would experience worse 
consequences following a cyber 
attack than developing nations. 
 
The price for hiring a botnet (see 
left cell, second paragraph) 
highlights how resources can be 
enhanced in cyberspace - that 
much money wouldn’t do much 
in traditional warfare. There, 
national budgets go up to $ 
hundreds of billions over year 
[52].  
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available for legitimate 
connections [45]. If enough 
terminals are attacked in this 
way in certain amount of 
time, the host becomes 
unresponsive [45]. 

• Generic traffic floods [13, 
p182], in which the attackers 
send enough page requests 
to consume the host’s 
bandwidth, therefore 
denying access to legitimate 
users. For example: 
“Government and bank 
websites that normally 
received 1,000 visits a day 
crashed after receiving 
upwards of 2,000 hits a 
second.” [46] 

 
Botnets are generally harder to 
counter; effectively mitigating 
the attacks can be done by 
reconfiguring the hosts in order 
to increase the bandwidth 
available for legitimate users 
(e.g. blocking a range of IPs, or 
packets from outside the 
country), or by taking actions in 
the networks surrounding the 
host, although the latter may 
require collaboration from 
third-parties, including those in 
other countries [13, p183]. 

the concerned period was 
present in the form of riots 
and street violence. [46] 
Even though the actual 
perpetrators of the DDoS 
attacks were also located 
outside Estonia (presumably 
members of the Russian 
diaspora [46]), these actions 
were a part of an ongoing 
clash among different ethnic 
populations (Russian and 
Estonian) in Estonia. 
 
Generally speaking, Estonia 
was an ideal target for a 
cyber attack because of its 
advanced ICT infrastructure 
and widespread Internet use: 
“97 percent of bank 
transactions occur online; 
and in 2007, 60 percent of 
the country's population 
used the Internet on a daily 
basis.” [46]  
 

11. The 
Russo-
Georgian 

Russia 
 
Russian organized 

DDoS attacks were used 
against the sites of the Georgian 
President, Parliament, Foreign 

The cyber conflict offensive 
was simultaneous with the 
ongoing Russian operation 

The most palpable impact on the 
general population was the 
downtime of the banks’ 

Cyberspace proved once again to 
be a domain where 
accountability can be deflected. 



	
   68	
  

War 2008 [13, 
p194] – and 
its cyber 
component 

crime 
 
Georgia 
 
Estonia and other 
NATO allies 
supporting 
Georgia 

Ministry, Interior Ministry, 
news agencies and banks, and 
incorporated SQL injections 
and cross-site scripting (XSS) 
[13, p197]:  
• An Structured Query 

Language (SQL) injection, 
usually implemented as a 
malware vector, is the input 
of code into a website’s data 
input, in order to execute 
malicious commands [49]: “It 
is the vulnerability that 
results when you give an 
attacker the ability to 
influence the Structured 
Query Language (SQL) 
queries that an application 
passes to a back-end 
database. By being able to 
influence what is passed to 
the database, the attacker can 
leverage the syntax and 
capabilities of SQL itself, as 
well as the power and 
flexibility of supporting 
database functionality and 
operating system 
functionality available to the 
database” [50]. Due to the 
potential exposure of the 
site’s core data (e.g. 
usernames and passwords), 
“SQL injection is one of the 
most devastating 
vulnerabilities to impact a 
business”[50]. For instance, 

on South Ossetia, a disputed 
region in the north of 
Georgia; South Ossetian 
independence efforts are 
openly supported by the 
Kremlin [13, p194-196].  
 
The period leading to the 
war saw military exercises 
conducted by Moscow in 
South Ossetia and Abkhasia 
(another disputed region) 
[13, p194-196].  
 
Conversely, Georgia made 
efforts to step up its military 
force and conducted 
exercises with NATO, 
although the latter’s “troops 
had already left before the 
fighting with the Russians 
began.” [13, p194-196]  
 
Although the direct 
involvement of Moscow 
was not (as in the attacks 
against Estonia) directly 
proven, “consider[ing] the 
forensic evidence, 
geopolitical situation, 
timing, and the relationship 
between the government, 
the youth, and criminal 
groups, it is not difficult to 
conclude that the Kremlin 
was behind it all”[13, p201]. 
This assertion is significant 

electronic systems, denying 
people in Georgia access to their 
money [13, p198]. See also [53], 
which provides a case for the 
application of International 
Humanitarian Law to the Russo-
Georgian cyber conflict.  
 
Appealing to nationalism, sites 
with a .ru [13, p201] (Russia) 
domain recruited, trained, and 
provided tools to new hackers in 
Russia and elsewhere. This has 
been called a cyber militia [13, 
p204]. 
 
It is in fact a Russian tactic goal 
to façade cyber attacks as of 
being of “criminal or terrorist” 
origin [13, p203]; similar cyber 
militia approaches have been 
taken by China and Iran [13, 
p204].  
 
The outcome of the war itself 
has been described on [13, p196] 
as a “show of Russian 
superiority and the degradation 
of the long-term effectiveness of 
the Georgian military.”  

 
This attack highlighted the 
potential to disrupt civilian 
systems in the cyber domain if 
there is a military might 
potentially backing it up. 
 
This case shows that the Kremlin 
can exert influence with tools in 
the cyber domain without 
necessarily dealing with the 
consequences of its actions in 
the international community. 
This is further shown by the fact 
that the cyber attacks continued 
even after the cease-fire was 
ordered [53]. 
 
Russian military superiority was 
also backed in the cyber domain, 
given how asymmetric were the 
capabilities to use cyber tools in 
a war situation. 
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in a site’s contact form, the 
attacker inputs a string of 
characters in order to 
manipulate the site’s SQL 
database, instead of merely 
sending information.  

• Cross-Site Scripting (XSS) 
steals the victim’s browser 
cookies as a way to hijack its 
session [51]. Cookies consist 
on information stored by 
websites in the client’s 
browser in order to identify a 
session [51]. Therefore, if the 
attacker can steal the cookies, 
it can then impersonate a 
legitimate user. 

 
Georgia blocked Russian IPs, 
as most of the attacks were 
traced back to the Federation; 
this proved ineffective because 
the attackers were prepared for 
it and rerouted the traffic 
through third countries. [13, 
p199-200] 
 
The most effective measure by 
Georgia was to temporarily 
transfer its sites to hosts in the 
United States, Estonia and 
Poland [13, p199]. 
 
The attackers defaced several 
Georgian government sites and 
displayed pro-Russian 
propaganda [13, p196-198].  

when Russia is considered 
the second most powerful 
military power in the world 
[52]. 
 
There are indications of the 
participation of Russian 
criminal groups, which may 
be related to the Kremlin 
[13, p200-202]. 
 
Estonia supported Georgia, 
but the scope of the attacks 
meant that they mostly did 
damage control [13, p199]. 
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International forums were 
flooded with comments 
supporting the Russian version 
of the facts. [13, p196-198] 

12. Agent.btz 
infects US 
classified and 
unclassified 
networks, 
leading to 
operation 
Buckshot 
Yankee to 
counter it, 
2008 [13, 
p205] 

The US Military 
 
NATO 
 
A “Russian 
foreign 
intelligence 
agency” 
(allegedly) [13, 
p206] 

A thumb drive was used as the 
tool to infect classified 
networks [13, p205].  
 
The infected classified 
networks were not connected to 
the Internet, and terminals 
connected to the network 
cannot transmit information to 
the public Internet [13, p207]. 
In order to overrule this 
limitation, Agent.btz used a 
virus (SillyFDC) which spreads 
through connected devices and 
mapped drives, mainly using 
the Autorun feature of 
Windows. [13, p207] 
 
The virus, however, tried to 
connect to the internet using a 
beacon to request further 
instructions, [13, p208]. It was 
neutralized largely responding 
to that very request (from the 
DoD network) and sending the 
virus to sleep. [13, p208] 
 
 

Senior US Officials, 
including President George 
W. Bush and Secretary of 
Defense Robert M. Gates 
were briefed on the incident 
[13, p209], speaking of its 
gravity.  
 
The origin of the virus is 
uncertain; but “evidence 
suggests both that the US 
military is confident it 
knows who is responsible, 
and that it unofficially 
attributes a Russian foreign 
intelligence agency.”[13, 
p207] 
 
There is no report in [13, 
p205-211] of the virus 
causing significant damage. 
This may have been either 
because the virus couldn’t 
receive further instructions 
from its creator, or because 
it was intended for 
information gathering. 

The incident led to a ban on 
thumb drives and other forms of 
removable media for over a year 
[13, p209]. This measure in itself 
is significant, since troops were 
reported to use such devices to 
transfer data when network 
resources are limited [13, p210].  
 
According to [13, p210-211], 
Agent.btz and Buckshot Yankee 
changed the US Military in 
several different ways: 
• The NSA and the DoD began 

working together. In detecting 
and countering the virus, the 
NSA was a key player. 

• The creation of the Cyber 
Command, and the subsequent 
change in the cyber “culture, 
conduct and capability.” 

• Cyber security was given a 
higher priority from this point 
forward. 

 

The long period it took to 
remove the DoD ban on thumb 
drives may be related to the time 
it took to eradicate the threat in 
military networks, “more than 
one year”[54]. 

13. Conficker 
Worm began 
to spread in 
November 

Cyber criminals, 
working for 
profit. (The exact 
origin remains 

Conficker exploited a Microsoft 
Windows buffer-overflow 
vulnerability [58]. 
 

Botnets can serve several 
purposes, ranging from 
petty cyber crimes such as 
spam, to State sponsored 

Conficker infected millions of 
computers [58], in 200 countries 
[59], causing $ millions in 
damage [58].  

This case, which [58] reports as 
not the only one of its kind, 
highlights the possibility to build 
a profitable network of 
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2008 [58] unknown, but 
evidence points 
toward Ukraine 
[102]) 
 
The Internet 
security 
community 

A botnet (“a network of 
robots”) was created with 
Conficker [58]; each infected 
terminal looked for new victims 
under reach, and for new ways 
to communicate under Peer-to-
Peer (P2P) protocols with the 
coordination center and other 
infected terminals [58].  
 
The worm used dynamic (web) 
domain generation to 
coordinate the infected 
terminals, in order to avoid 
counter measures, which attack 
botnet control point addresses 
[58]. Some of its versions 
reportedly propagated through 
removable media [59]. 
 
Creators or administrators of 
the malicious software updated 
it continuously to avoid 
detection and counter measures 
by security actors; as of April 
2009 versions A through E 
were seen [58]. Some of its 
versions had the ability to kill 
anti-malware processes once 
per second [59]. 

warfare actions [58].  
 
Evidence suggests 
Conficker was used “as a 
platform for conducting 
wide-scale fraud, spam, and 
general Internet misuse” for 
profit [58], rather than any 
State sponsored cyber 
warfare. 

 
Some of the vulnerabilities were 
patched by the software vendors, 
but this can only help if the 
infected computers are patched, 
which is not the case for a “huge 
worldwide pool of poorly 
managed and unpatched 
Internet-ac- cessible computers.” 
[58] 
 
The previous point highlights the 
need for a new security scheme 
of adaptation to dynamic 
(continuously adapting) security 
threats [58].  
 
Whitehats, or hackers working 
on the cybersecurity side, 
created a new organization to 
deal with the widespread 
infection of Conficker, sharing 
technical knowledge and 
security insights with 
policymakers and the population 
at large [58].  

computers for cybercrime.  
 
The owners of the computers 
affected by Conficker may not 
know of the infection, presenting 
an accountability issue if the 
worm were to be used for more 
malicious goals. 

14. Stuxnet, 
Flame and 
Duqu cyber 
campaign 
against Iran 
(codenamed 
Olympic 

The United States 
 
Iran 
 
Iranian nuclear 
facility in Natanz 
 

Stuxnet delivered itself using a 
zero-day (previously unknown) 
vulnerability, and included a 
digital certificate to 
impersonate legitimate 
software; it had several vectors, 
including modifying Siemens 

The initial purpose of 
Iranian nuclear program was 
to generate electricity and 
reduce the dependence on 
fossils [13, p213-215].  
 
The United States, France 

The incident damaged almost 
1,000 centrifuge tubes [13, 
p218] in Iranian Natanz facility. 
This figure is significant in the 
light of the total number of 
installed tubes (9,000) and the 
portion of those fed with 

[57], besides arguing against the 
media hype surrounding Stuxnet, 
highlights the alleged 
willingness of governments, 
both in the West and elsewhere, 
to deal with criminal-originated 
tools in cyberspace.  
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Games) 2009-
2010[13, 
p212] 

Israel 
 
France and 
Germany (on 
nuclear issues, not 
in the cyber 
attack) 
 
Symantec and 
other 
cybersecurity 
companies 

Step 7 software, USB drives, 
Local Area Networks, and 
Windows vulnerabilities [13, 
p221].  
 
Stuxnet spread on to over 
100,000 hosts, but reportedly 
caused harm only to Iranian 
nuclear facilities [13, p218]. 
There, it would go on to operate 
the centrifuges, using drastic 
changes in speed to cause 
permanent damage. [13, p218] 
The virus was also designed to 
open and close valves, and to 
mask its actions by using pre-
recorded normal operation 
indicators, thus fooling the 
system and the operators into 
thinking there was nothing 
unusual going on. [13, p220-
221] 
 
The digital signature used by 
Stuxnet was renewed after 
Symantec discovered the virus 
and notified the initial issuer 
(Realtek) [13, p218].  
 
DDoS attacks were launched 
against industrial control 
systems mailing lists, in order 
to prevent the security 
information related to the virus 
from spreading. [13, p218] 
 
Flame and Duqu are reportedly 

and Germany supported this 
effort during the Shah’s 
government. That support 
was dropped due to fears of 
Iran developing a nuclear 
weapon (the fear began 
before the Iranian 
revolution) [13, p213-215]. 
 
Clashes between Israel and 
Iran are not new. Former 
Iranian President 
Ahmadinejad has argued 
that Israel should disappear; 
therefore, Israel has sought 
support from the United 
States to counter Iranian 
nuclear weapon 
development [13, p216-
217].  
 
A conventional use of 
warfare was “politically 
risky”, leading to the use of 
cyber attacks to deter 
Iranian nuclear program. 
[13, p216-217] 
 
The technical complexity 
and extension of the virus, 
along with the highly 
specialized information on 
industrial systems needed to 
produce it, point out to a 
level of sophistication only 
attainable by nation-state 
agencies [13, p223]. 

uranium (4,000) [13, p228]. “A 
23% decline in the number of 
operating centrifuges from mid-
2009 to mid-2010 may have 
been due to the Stuxnet attack.” 
[57] 
 
Iran created a new cyber unit in 
its militia [13, p229]. Not much 
later, Comodo, a US based 
security firm, accused Iran of 
attacking several Internet giants, 
including Google and Microsoft 
[13, p229].  
 
[57] Argues that Stuxnet used a 
blend of tools from the cyber 
crime community, and extends 
this to the cases in Estonia, 
Georgia and several others. The 
same paper uses that as an 
argument to downplay the 
technical sophistication of 
Stuxnet, its spreading 
mechanism, and its resilience.  
 
 
Furthermore, the use of third-
party code increases the 
difficulty in the attribution of a 
cyber attack [57]. 

 
The high profile of this operation 
is shown on the willingness to 
attack third parties (the industrial 
systems mailing list [13, p218]) 
in order to stop defensive efforts.  
 
There are mixed reports 
regarding how long did Stuxnet 
delay Iranian procurement of a 
nuclear weapon. The Obama 
administration argued it pushed 
the development until at least 
2015 [13, p230]. 
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viruses used to explore the 
Natanz facility in a phase 
previous to Stuxnet deployment 
[13, p219-220].  
 
Duqu is a “Remote Access 
Trojan”, capable of recording 
intelligence information on 
industrial facilities [13, p219-
220].  
 
Flame, which was “twenty 
times” bigger (file size-wise) 
than Stuxnet, could operate 
peripherals and gather several 
different types of information 
on the host and its files [13, 
p219-220].  
 
Both Duqu and Flame laid the 
ground for Stuxnet by 
tampering with the target host’s 
security settings [13, p220]. 
 
Specifically, Stuxnet targeted 
offline (not connected to the 
Internet) industrial control 
systems known as SCADA, an 
acronym for Supervisory and 
Control and Data Acquisitions 
of Siemens, by changing the 
code on the programmable 
logic controllers (PLCs) to 
cause the malfunction and to 
cover it from the operators [13, 
p220]. The code was changed 
via the Field Peripheral 

Furthermore, the relatively 
low profile of the incident in 
the media, plus the 
specificity of the target, 
make anti-nuclear-weapons 
activists a very unlikely 
suspect [13, p223].  
 
The New York Times and a 
“German security expert” 
both attribute the virus to 
the United States and Israel 
[13, p224]. They may have 
used their own nuclear 
facilities to test the virus, 
and information from Israeli 
Mossad to develop it [13, 
p226-227]. 
 
Edward Snowden has 
allegedly revealed that 
Stuxnet was the work of 
Israel and the United States 
[95]. 
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Gateways (PG), because PLCs 
do not use Windows [13, p222] 
and thus the virus could not 
infect them directly. 
 
Stuxnet manipulated the 
centrifuges by changing the 
“frequency of the electrical 
current that powers the 
centrifuges, causing them to 
switch back and forth between 
high and low speeds at intervals 
for which the machines were 
not designed.” [57] 
 
Stuxnet’s code targeted very 
specific systems (PLCs 
controlling a particular type of 
centrifuge used in Natanz), 
being harmless to any other 
system it infected [13, p222]. 

15. Wikileaks 
releases 
thousands of 
diplomatic 
cables 
pertaining to 
the US State 
Department 
and its 
Missions 
abroad 2010-
2011 
 
 

Wikileaks – a not 
for profit 
“transparency” 
organization 
founded and 
leaded by Julian 
Assange [11]  
 
US Department of 
State and other 
government 
branches and 
officials 
 
Dozens of other 
affected countries 

Wikileaks publishes the cables 
in collaboration with selected 
newspapers [11]. 
 
A Senator Lieberman’s (an 
independent) staff member 
allegedly threatens Amazon 
with an investigation, for which 
the company kicked WikiLeaks 
out (resulting in the site being 
temporarily down) [11].  
 
Visa, MasterCard, Paypal and 
other smaller actors would 
follow banning WikiLeaks 
[11]. 

The US Government is 
arguably the most powerful 
government in the world. 
However hard they tried to 
stop it [11], sensitive 
information was still 
released.  
 
The above was in part due 
to the widespread support 
WikiLeaks received from 
open information activists 
or even less politically 
oriented people around the 
world [11]. This might not 
be the case for every 

US Secretary of State – or a 
member of her staff – had 
allegedly ordered spying on UN 
Secretary General [11].  
 
A Federal Court asks Twitter 
secretly to give in information 
about WikiLeaks related people 
[11]. Twitter asks the court to 
make the order public and then 
proceeds to inform their users of 
the request [11]. A similar 
procedure was used to seize 
Google email data [12]. 
 
To prevent being shut down by 

Julian Assange’s final goals are 
unclear and may even be 
qualified as obscure – this led 
members of his team to leave 
WikiLeaks and form OpenLeaks 
under a “less authoritarian” 
structure [11]. He, at the same 
time, claims he wants to change 
or remove “authoritarian 
conspiracies” (i.e. governments) 
[11] and is planning to run for 
the Australian Senate [72]. 
WikiLeaks is a political party 
there already. [72] 
 
Whichever the original 
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The private sector 
(5 major 
newspapers: El 
Pais, Le Monde, 
The New York 
Times, The 
Guardian and Der 
Spiegel. And 
companies: 
namely Amazon, 
Paypal, 
MasterCard, Visa, 
Google, Twitter, 
Bank of America, 
Apple, and other 
smaller players) 
[11] 
 
Anonymous 

 
Anonymous uses Distributed 
Denial of Service Attacks on 
the above companies’ websites, 
bringing Visa and MasterCard’s 
sites out for a day [11].  
 
Senator Lieberman’s website 
was attacked as well, as was the 
website of the Swedish 
counselor representing the 
women pressing sexual assault 
charges against Julian Assange 
[11]. 
 
 

“information openness” 
initiative. 
 
Twitter and Google are 
exceptions here – they 
fought back [11]. 
 
Anonymous does not have 
evident political clout, nor 
does it have clear leaders. 
However they have 
managed to scramble media 
and government attention by 
bringing down sites hostile 
to WikiLeaks [11]. They 
have allegedly been 
searched and some of them 
arrested in connection with 
the attacks, in the US and 
Europe [11]. 
 
 

the US Government (either by 
blocking via ISP, demanding the 
hosting company to cease doing 
so, or some other mean) 
WikiLeaks asked followers to 
download their data and set up 
mirror sites with over 1,000 
people doing so [11]. Copies 
were also stored in other 
websites and sent (encrypted) to 
journalists “in case something 
happens to Assange or the 
site”[12]. 
 
Julian Assange was granted 
asylum by Ecuador, and is 
hosted by their embassy in 
London [83]. 
 
US and other Western 
governments strongly 
disapprove the leak, claiming “it 
puts lives in danger” (Assange 
claims he had approached them 
asking for which information to 
redact out for that purpose) [11] 

intentions for the leaks are, their 
effect on people’s trust on 
democratically elected 
governments may be significant 
– and they are certainly used in 
the rhetoric by more 
authoritarian regimes such as 
Russia and China, as [73] shows 
for the latter. 
 
Private companies, particularly 
large platforms such as Amazon, 
may have been more concerned 
about the consequences of 
continuing hosting WL against 
the government’s will (this could 
of course do harm to their 
business).  
 
The major newspapers that 
joined in did so in the light of 
the information to be revealed 
(that’s their business) but what’s 
unusual here is their alliance 
with WikiLeaks. There are 
probably not many examples 
where cyber-only players have 
received the support of major 
mainstream media organizations. 
 
US spying on UN’s Secretary 
General generated outrage, in a 
way presumably similar to the 
current reactions to NSA 
surveillance of US allies. 
 
This is the only case in this study 
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comparable to the NSA leaks, 
and the US government’s 
reaction seems to have been 
quite similar – i.e. discrediting 
the source and trying to do 
damage control rather than to 
deal openly with the issue. 

16. Edward 
Snowden 
leaks 
information 
about NSA 
classified 
mass 
surveillance 
programs - 
2013 

The NSA and 
other US security 
agencies 
 
Edward Snowden, 
a former 
contractor of the 
Agency who is 
being sought after 
by the US and has 
been offered 
temporary asylum 
by Russia [85]. 
 
Venezuela, 
Bolivia and other 
Latin American 
countries 
 
 

NSA captures meta-data, or 
accessory data to the 
communications (e.g. the 
sender/receiver), on a massive 
number of targets, following 
national security directives 
[88]. 
 
The Guardian (UK) and Der 
Spiegel (Germany) report that a 
number of EU and European 
State buildings in the US were 
targeted as well [86]. 
 
The NSA accessed private data 
stored by Yahoo, Gmail, Apple, 
Microsoft and other Internet 
giants [88]. This was done 
taking it directly from the 
Internet Service Providers [87], 
which made asking the 
platform operators (e.g. 
Facebook) to provide the 
information themselves a moot 
action. This made it 
unnecessary for the agency to 
even get FISA orders. Among 
other arguments, the leaked 
NSA slides claim “There were 
too many email accounts to be 

The intention of spying on 
allies may be related to third 
countries and weapon deals, 
and also stopping corrupt 
practices such as bribery 
[84]. 
 
The “worry” about NSA 
surveillance on American 
citizens is not new, as shows 
this Congress [89] 
document requesting the 
President and the Attorney 
General to submit any 
records of NSA requesting 
information from phone 
companies without a 
warrant. 
 
In Germany the news of the 
surveillance program have 
been particularly 
unwelcome – some claim 
this is due to bitter 
memories from the Stasi 
[90].  
 
Furthermore, there are 
elections coming up, which 
could lead German 

European diplomats are claiming 
invasion to privacy and may 
hold back on free-trade 
agreement talks with US [74]. 
 
“Germany's federal prosecutor's 
office has also opened inquiries 
into the NSA debacle, with a 
view to establishing whether 
German laws have been 
breached.”[75] 
There are new statements by 
Snowden regarding the 
involvement of Germany´s own 
government in the surveillance 
[76].  
 
As [103] shows, fears of 
surveillance might be drawing 
business away from American 
web-related companies. 
 
A recent poll by Quinnipiac 
University (cited by Business 
Insider) suggests the American 
public is now more concerned on 
the invasion of civil liberties in 
the name of terrorism [26]. 
 
The incident involving Bolivian 

This case marks a major 
difference on how the 
government –and, given their 
relatively mild reaction, also the 
public– see cyberspace-based 
information collection as 
opposed to more physical seizes 
of information. If there were to 
be NSA agents using telescopes 
to peek into people’s homes 
(without actually getting in) the 
people’s opposition might well 
be much stronger. 
 
The incident involving Bolivian 
president’s plane can hardly be 
beneficial to US and European 
relations with the affected South 
American countries. It represents 
a reverberation of Snowden’s 
revelations in the domain of 
international relations. 
 
American officials seem to be 
trying to brush out and downsize 
the implications of NSA 
surveillance. 
 
The NSA’s argument “it would 
be impractical to get FISAs for 
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practical to seek Fisas for all.” 
[88] 

politicians to react in a 
tougher way than they 
“normally” would. 
 
A Congressman has 
requested Snowden to be 
granted safe passage to be 
questioned regarding the US 
“espionage” programs [91].  
 
The US has warned 
countries granting asylum to 
Snowden (most notably 
Venezuela) about a risk of 
“damaging its bilateral 
relations with the US.” [25] 
 
Bolivian President, Evo 
Morales, indicated that his 
country “is ready to give 
political asylum to the 
people who expose spying 
activities” [28]. On his way 
back to Bolivia, his plane 
was denied passage over the 
airspace of Spain, France, 
Portugal and Italy, forcing 
the delegation to land in 
Vienna [28]. This led to 
harsh statements by several 
South American politicians, 
who suspected the move 
was initiated by the United 
States [28]. There was also 
condemnation by the OAS, 
UN, and UNASUR. [28] 
 

President’s plane, although the 
US was not directly – at least not 
officially – involved, fed some 
South American leaders’ claims 
on “American Imperialism” and 
even neo-colonialism, as 
UNASUR’s Cochabamba 
declaration shows [29]. They 
have demanded explanations and 
formal apologies from Spain, 
France, Portugal and Italy [29].  
 
As this article in the Washington 
Post shows [32], the Bolivian 
plane’s event’s timeline is highly 
disputed; there is even the 
possibility that the plane had to 
land for technical reasons, and 
not due to any denial of access to 
a country’s airspace [32].  
 
 

all” [88] is not hard to refute; if, 
for example, there were to be a 
lead to a terrorist in a 
neighborhood, would it be 
“impractical” to get warrants 
before accessing dozens of 
houses during the lookout? What 
would be the people’s   reaction 
to this? And finally, why would 
accessing someone’s house be 
different from accessing phone 
or internet content? 
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US House of 
Representatives rejected a 
bill that would have limited 
NSA’s phone surveillance 
capabilities [77].  

17. Hackers 
Intrude into 
New York 
Times 2012-
2013 

Hackers, allegedly 
Chinese, 
codenamed 
APT12 [96] 
 
China 
 
The New York 
Times 
 
Mandiant, a 
cybersecurity firm 
 

The timespan of the attacks 
ranges from October 2012 to 
January 2013 [96], and there is 
evidence suggesting a new 
wave of attacks by the same 
groups on August 2013 [98]. 
 
The hackers intruded using 
spear-phishing, a method that 
involves emailing employees 
with malicious links, and 
installed remote access tools 
(RAT) [96]. They also routed 
through American universities 
and companies in order to 
disguise their identities [96]. 
 
The intruders used malware 
known as Aumlib and Ixeshe 
[101]. The second wave of 
attacks included updated 
versions of both threats [101]. 
In the Ixeshe case, attackers 
modified network traffic 
patterns to avoid being 
discovered [101]. 
 
The attackers managed to steal 
every employee password [96]. 
 
The New York Times hired 
Mandiant, after the newspaper 

The New York Times is a 
major newspaper and 
website in the United States 
[97].  
 
The attacks coincided with 
an investigation done by a 
New York Times journalist, 
exposing the alleged 
fortunes of Chinese prime 
minister Wen Jiabao’s 
relatives [96]. In the report, 
the Times revealed that 
Wen’s family “have 
controlled assets worth at 
least $2.7 billion.”[100] The 
newspaper was threatened 
of “consequences” by the 
Chinese government [96]. 
 
The New York Times 
(quoting information from 
Mandiant, network provider 
AT&T, and the US Federal 
Bureau of Investigations) 
claims there is evidence 
linking these attacks to 
Chinese official institutions, 
including the military [96]. 
 
Given the timespan of the 
attacks, and the involvement 

The attackers did not steal New 
York Times’s customer data, and 
although they managed to 
penetrate the computers of 53 
employees, they focused on data 
regarding Wen’s family’s wealth 
report [96]. 
 
Despite the significant outreach 
of the attacks, The Times 
reported “security experts found 
no evidence that sensitive e-
mails or files from the reporting 
of our articles about the Wen 
family were accessed” [96]. 
 
The attacks stopped initially in 
January 2013 after the APT12 
group was exposed; the exposure 
itself might have triggered the 
malware updates [101]. 

The New York Times is a big 
actor with significant political 
clout and a more generally 
widespread influence. Even as 
the Chinese government 
threatened them, they went 
ahead and published the 
controversial report on Wen’s 
family wealth.  
 
As Mandiant (basically a 
contractor of The Times in this 
case) exposed the group, they 
were forced to retrieve, albeit 
temporarily. 
 
The above contrasts with attacks 
on Cybersitter (see case 9 on this 
paper, Chinese espionage), 
where the company, a much 
smaller player, exposed Chinese 
hacking but couldn’t stop them 
from using its proprietary 
software. 
 
The size of the actor attacked, 
then, could be a factor on the 
success when deterring attackers 
from China. 
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and AT&T’s efforts proved 
insufficient [96].  
 
The Times went to replace 
infected computers, “blocked 
the compromised outside 
computers, removed every back 
door into its network, changed 
every employee password and 
wrapped additional security 
around its systems.” [96] 
 
 

of the group in attacks to 
several industries, the 
intruders have been 
qualified as an advanced 
persistent threat (APT) by 
Mandiant [99]. 
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Appendix 3. Layers of the Internet: extract from Choucri and 
Clark, 2012 [104] 

 
The Layers Architecture 

We begin with a model that gives more structure and form to the Internet, which 
we take as the core of cyberspace. While use of a layered model to describe the 
Internet is well understood there is no common consensus, so we use a four-layer 
model that captures the features of interest for alignment purposes. 

• The physical foundations – the Internet’s bricks-and-mortar, from fiber-
optic cables to cell towers, personal computers and servers. 

•     The logical layer –the Internet protocols, World Wide Web, browsers, 
domain-naming system, websites and software that make use of the physical 
foundations. 

• The information layer –the encoded text, photos, videos, and other 
material that is stored, transmitted, and transformed in cyberspace.  

• The users – the people and constituencies who shape the cyber-experience 
and the nature of cyberspace itself, by communicating, working with information, 
making decisions and carrying out plans.  Figure 2. Defining the Layers of the 
Internet  In the layered model the upper layers depend on the functions of the 
lower layers, but not the opposite. This model is a useful device to (a) locate 
cyber actors and activities, (b) highlight significant technological changes, (c) 
identify the conditions under which actors operate across layers or, alternatively, 
chose to concentrate their activities within a layer, and (d) thus help track and 
represent patterns of dependencies and influence within the cyber domain.  

 

 

 

 

 

 

In the layered model the upper layers depend on the functions of the lower layers, 
but not the opposite. This model is a useful device to (a) locate cyber actors and 
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activities, (b) highlight significant technological changes, (c) identify the 
conditions under which actors operate across layers or, alternatively, chose to 
concentrate their activities within a layer, and (d) thus help track and represent 
patterns of dependencies and influence within the cyber domain.  
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Appendix 4. Countries Involved in Each Case5 
 
 

 
 
 
 
 
 
 
 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
5	
  As	
  was	
  mentioned	
  in	
  the	
  Introduction,	
  “country”	
  here	
  is	
  a	
  term	
  loosely	
  used	
  to	
  refer	
  to	
  the	
  jurisdiction	
  of	
  the	
  actors	
  involved.	
  It	
  
does	
  not	
  mean	
  State.	
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6	
  Hong	
  Kong	
  was	
  the	
  jurisdiction	
  were	
  Edward	
  Snowden	
  was	
  before	
  traveling	
  to	
  Russia.	
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Appendix 5. Selected Significant Cyber Incidents 
 
This list was generated using Center for Strategic and International Studies’ list on [114], 
using the following criteria: 
 

-­‐ Incident is not a part of this paper. 
-­‐ There is a defined target of the attack, and there is at least some suspicion 

about who is behind it. 
-      The attack transcends international borders. 
-     The incident refers to a specific, time-constrained and identifiable attack, and 
not an announcement of the type “Organization X has been attacked Y times 
during the last Z years.” 

 
Selected cases are shown below. A future paper will address this list using the same 
methodology described in this paper. In parenthesis is the bullet number of the incident in 
the original list [114]. 
 
 

1. 2006. Chinese hackers were thought to be responsible for shutting down the 
House of Commons computer system. (5)  
  
2. September 2007. Israel disrupted Syrian air defense networks (with some 
collateral Damage to its own domestic networks) during the bombing of an 
alleged Syrian nuclear facility. (11)  

3. January 2009. Hackers attacked Israel’s Internet infrastructure during the 
January 2009 military offensive in the Gaza Strip. The attack, which focused on 
government websites, was executed by at least 5,000,000 computers. Israeli 
officials believed the attack was carried out by a criminal organization from the 
former Soviet Union, and paid for by Hamas or Hezbollah. (33)  

4. July 2009. Cyberattacks against websites in the United States and South 
Korea, including a number of government websites, were launched by 
unknown hackers. South Korea accused North Korea of being behind the 
attacks. The denial of service attacks did not severely disrupt services but lasted 
for a number of days and generated a great deal of media attention. (48)  

5. January 2010. A group named the “Iranian Cyber Army” disrupted service of 
the popular Chinese search engine Baidu. Users were redirected to a page 
showing an Iranian political message. Previously, the “Iranian Cyber Army” 
had hacked into Twitter in December and with a similar message. (58)  

6. December 2010. British Foreign Minister William Hague reported attacks by 
a foreign power on the Foreign Ministry, a defence contractor and other 
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“British interests” that evaded defenses by pretending to come from the White 
House. (72)  

7. December 2010. India’s Central Bureau of Investigation (CBI) website 
(cbi.nic.in) was hacked and data erased. India blames Pakistani hackers. 
Sensitive CBI data, stored on computer not easily accessible from the Internet, 
was unaffected. (73) 

8. January 2011. The Canadian government reported a major cyber attack 
against its agencies, including Defence Research and Development Canada, a 
research agency for Canada's Department of National Defence. The attack 
forced the Finance Department and Treasury Board, Canada’s main economic 
agencies, to disconnect from the Internet. Canadian sources attribute the attack 
to China. (76)  

9. March 2012. The BBC reported a "sophisticated cyber-attack" in an effort to 
disrupt the BBC Persian Language Service. The attack coincided with efforts to 
jam two BBC satellite feeds to Iran. The BBC’s Director General blamed Iran 
for the incident. (99)  

10. March 2012. India’s Minister for Communications and Information 
Technology revealed in a written reply to a Parliamentary question that 112 
government websites had been compromised from December 2011 to February 
2012. Most of the incidents involved website defacement and many of the 
hacks appeared to originate in Pakistan. (100) 

11. April 2012. Iran was forced to disconnect key oil facilities after a cyber 
attack against internal computer systems. The malware was found inside the 
control systems of Kharg Island – Iran’s main oil exporting terminal. 
Equipment at Kharg Island and at other Iranian oil plants has been disconnected 
from the Internet as a precaution. Iran reported that oil production was not 
affected, but the websites of the Iranian oil ministry and national oil company 
were forced offline and data about users of the sites was taken as a result of the 
attack. (102) 

12. August 2012. A group called "Cutting Sword of Justice" linked to Iran 
claimed it has used the “Shamoon” virus to attack Aramco, a major Saudi oil 
supplier, deleting data on 30,000 computers and infecting (without causing 
damage) control systems. The attack also affected the Qatar company RasGas, 
a major LNG supplier. Other oil companies may have also been infected. (115) 
AND January 2013.  

13. September 2012. Izz ad-Din al-Qassam, a hacker group linked to Iran, 
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launched “Operation Ababil” targeting bank websites for sustained denial-of-
service attacks. Targets include Bank of America, New York Stock Exchange, 
Chase Bank, Capital One, SunTrust, and Regions Bank. (116) Izz ad-Din al-
Qassam claims responsibility for another series of distributed denial-of-service 
attacks against US Bank websites, as part of “Operation Ababil,” phase two. 
Targets include: Ally Financial, BB&T, Capital One, Fifth Third Bank, HSBC, 
PNC, Wells Fargo, SunTrust, and Zions Bank. US officials speculate that the 
group is a front for a state-sponsored campaign attributed to Iran. (121) 

14. December 2012. Al-Qaida websites were taken off line for two weeks. This 
follows a 2008 website disruption aimed at damaging recruiting and 
propaganda efforts by the group. (119) 

15. March 2013. North Korea blames the United States and South Korea for a 
series of attacks that severely restricted Internet access in the country. (128)  

16. March-June 2013. The Syrian Electronic Army, a pro-Assad hacktivist 
group, hacked into major Western media organizations as part of a propaganda 
campaign. (131) 

17. May 2013. And unknown attacker utilized a DDoS attack to bring down the 
website of the Iranian Basij military branch (basij.ir). (135) 

18. May 2013. Anonymous’ Saudi branch launches OpSaudi and takes down 
several government web sites such as the Ministry of Foreign Affairs, Ministry 
of Finance, and the General Intelligence Presidency via DDos attack. (137) 

19. May 2013. Israeli officials report a failed attempt by the Syrian Electronic 
Army to compromise water supply to the city of Haifa. (143) 

20. June 2013. On the 60th Anniversary of the Korean War, a wave of cyber-
incidents in Korea began involving South Korea, North Korea, and the United 
States. The incidents began with DDoS attacks on major South Korean 
websites. North Korean websites also went down including those of the 
communist party and the national airlines. The US was drawn into the ongoing 
cyber dispute by the hacking of tens of thousands of soldiers’ personal 
information. (148) 
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