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ABSTRACT

The STUDENT problem solving system, programmed in LISP, ac-
cepts as input a comfortable but restricted subset of English which
can express a wide variety of algebra story problems. STUDENT finds
the solution to a large class of these problems. STUDENT can utilize
a store of global information not specific to any one problem, and
may make assumptions about the interpretation of ambiguities in the
wording of the problem being solved. If it uses such information,
or makes any assumptions, STUDENT communicates this fact to the user.

The thesis includes a summary of other English language ques-
tion-answering systems. All these systems, and STUDENT, are evalu-
ated according to four standard criteria.

The linguistic analysis in STUDENT is a first approximation
to the analytic portion of a semantic theory of discourse outlined
in the thesis. STUDENT finds the set of kernel sentences which are
the base of the input discourse, and transforms this sequence of
kernel sentences into & set of simultaneous equations which form the
semantic base of the STUDENT system. STUDENT then tries to solve
this set of equations for the values of requested unknowns. If it
is successful it gives the answers in English. If not, STUDENT asks
the user for more information, and indicates the nature of the de-
sired information. The STUDENT system is a first step toward natu-
ral language communication with computers. Further work on the se-
mantic theory proposed should result in much more sophisticated

- gystems.
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CHAPTER I: INTRODUCTION

The aim of" the reseaich réported here was to discéiier how -
one could butild a: computer progrm which oould comunicaw with
people in a naturcl languagg within some restricted prohfm domain.
In the course of this imrestigation, I wrote a set of cdqﬂi;:er gso-
grams, the STUM Gystem, which accepts as input a comﬁart:able “but
restricted anbaet of !nslish which caa be used to apreu ‘a;widev
variety of a‘lgebra story yroblem The prpbleﬁs g’hmm 13 Figurefl
illustrate .some of the comunic;ation nnd prabl.en! Sblvin ;capabil-
ities of this gystem. : :

In the follawing d.ilcusaion, I shau use phraaes suda IB

"thd compntcr tmdirttanda ;ngnsh" : In a1a mudx a:a_uen, éi;g “Bn-
glish" is just the restricted subset of EKnglish which- 15 allowable
as input for the computer pragram under discussion. mIn addition,

for purposes of thio report t have adopw the fcll&inj operag’iunal
definition of undericanﬂipg.z A omutetwerstﬂwa subset o!'; -
glish if it accepta input seutenm whi&x, ara nedberg of this gq}set,
and answers questione hasgd én inforﬁathzn centaated in“the input..

The STUDENT system understanés Erg].ith ﬁ ;this sénse« "

A. The Problem Cog__!: of the S

In cons&ructiﬁg a queation—anneri’hj :ysta, many problm

are greatly simplified if the probles comgpxs is Fesbricted. m"
simpliffcatibn resulting froq tm temi‘t&tiona ‘ ﬁied: ixt the..

DENT sysg:eu, and the :ea'ona theie sinprlﬁcstionc ﬁfite, ,will‘ﬁbe.f_

discussed in detail in the body of. t!xip :seport.

The STUDENT system is designed to answer questions embedded
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in English language statements:of:algebzaistory’ gobleml suth-ae: .~

those-shown in:Figunfe 1. STUBENT:does:this by comstructing frow~

the English inputi .a cerresponding set:eof:algebrafc equitiongy . dnd~ = .

solving this set:of .equstions for:the requested.iGflfiowis. (-If°. & 7" ..

needed, STUDENT: has actess to-a store of:-"global%cinformetdion, = -

not specific:-to-any particular.problemy and-can retrieve televamt- ..

facts and equations from this store of infémhdtion:" SYUDENE come . -

ments on its progress in solving a problem, and can request the

help of -the questioner:if it gets sbtucks: i i SRR
.. 'There are.a number of reasons why I ¢licse the context of -~ .7

algebra story:pooblems in:which: to devéelop-teclinigues which would. -~ ~c~

allow a computer problem solving system:tc:decept nstwral -lamgaagé:. - 1V

input. First, we know a good type of data structure in which to -

store information meeded 'to: ansirey giesbione ~inthis eontaxty:

namely, algebraic.equations. There exist will dadwg ¥lgorithms - - °

for deducing imfermation 'implicit inithe egdatiomsi that iy~ T

values for particular vaviables whiick-sstipfy theset of ‘equations:

In additiop, I felt that there wis 4 medageable subsét of 7 -
English in which many types of algdhrs stoty iproblems Were ex~- :
pressible. A large number af these stdry probilems are availsble -
in first year high school text books, and I have transcribed some
of them inton. STUDENT's .input Baglish. - Since aluie gudstion«ansrer-
ing task is one pexformed by nimans, sndw=inge thu entire -procéss:’ - -
from input -to iscdnkion of the!-equetdons was progresmul;,: wé -cai ob+
tain a measure of comparison qu theé pesrformence ©f STUDENT -7 ~ '
and of.-a human: on:the: same prohlumgs: iy Ssctyrtiks progren o aw -
IBM 7094 answers mnat questions thati it can handlis e fést or - - |
faster then lwmans trying the same:probies. In:Gulging this voms : = i
parison, one should xremember: the base spoed of tiw: TIM 7094, which =
can perform over one hundresd: thoubami additioms per secoml.: -

e




B. Reasons for Wanting Natural Language Imput.

Why -should .one want to.talk to.aiEispiter. in English? There
are many; tongues :the: computer already:understands - :such:'as FORTRAN,
COMIT, LISP, ALGOL, .COBOL,  to-name just a:few. These serve ade~
quately as communicatiofi.media with thercemputer:for a large.class
of problems.. .A more pertinent question-is.reailly;- !t_n_z__n 18 'English -

input to-a .computer desirable?- S R

English input is desirable, for example, if it is:necessary
to use the computer for retrieval of information from a text in
English. If a computer could accept English'input,.wuch iaformation
now recorded only in English would beé availableformedmiputer udge
without need for human trenslation.. = . A

A computer which understood English would ‘be-more accessible
to any speaker of English, whether sr not'he was traiwed inany
"foreign'" computer tongue. Por a ®ingle . shot at the¢ competer with
a question not likely to be repeated; it would not be worthwhile
to train the user in a specialized language. For fact retrieval,
rather than document retxrieval, Eaglish is @ ga-d& wehicle ‘for
stating queries. For a goed description of the differences between -
fact and document retrieval, see Cooper {12). - =~ ~2:a. . lu

Programming languages are process of¥iented. - One cannot

describe a problem, only. a method for fimding a solution to the prob- .~

lem. A natural language is a .convemient vehitcle fow providing a

description of the problem itself, leaving the choipe 0f processing
to the problem solver accepting the input. ‘In an -extrems case, one =
would like to talk to the computer about a problem, with approprisate
questions and interjections by the computer on assumptions it finds

necessary, until the computer .claims that the problem is now well
formed, and an -attempt at solution can be made. - -

10




‘Finally, man's ability to: use symbuols and banpuape 18 a prime e
factor in his intelligence, amd if: we cani:iearn tiow «to: meke: a'cos-~
puter understand a:mnatural langusge, we will hibve token a big step
toward creating: am: "attificially intellfgent'” comptter (32).

PRV i

C. Criteria for Evaluating Question-Answering Systems.

We bave defined anderstanding in: terms. ofan: ability to an-
swer questions iniEnglish.: A number of quistion-@ntvering systems -
have been built, ahdiwill be deseribed’fn: the: next'éectioni: In this '
section, we shall-give & number of- criterias for: evalusting question-

answering systems.

In many :systems there is -a:sepagation:of-data i input ahd: ques-
tion input. . For all:systems under comsideratiod, theé input 'gquestions’
are in English. 'The input data may'be. elthé#: invEaglish o2 in"a * = +-
prestructured. format; -e.g. a tree:or-hleravchy s ¥he'English Hata -
input may:-be used-as:a-data base:ag:tsyio2 -mappéd inte a stractured <
information store. : Simmons,: in hip tompedént: sarveyoof English ques<
tion-answering systems (40); calls thosé-dystéms-dding a st¥actured
information store ‘''data base question-answerers', as opposed to
"text-based question-answerers" which: rétrieve’ faéts~from theé ‘original

T DTV DI 0 Tt BT

text. ; S S e R R

The extent of undérstanding o6f & quddtiensanswering~system -~
can be measured -alomg ‘three differént dfrhénsions,; ‘Fyntactic; ‘g emans
tic and -deductive. Along the syntdctie dfséddfon ‘one can‘messure”
the grammatical complexity allowshle °in ‘Crpet sént@fidess “PHis may -~~~
differ for the data input and question input. In the simplest case,
one or some small number of fixed Former sdntericésd #re alfowable ‘in-
puts. Less restricted inplits may dl1ow siy Fénténcé® whfck can Bé
parsed by a fixed grammar. - The néarer this gramms¥ 14 td's gfammar -~ -

11




of all of English, the leas restricted: is: the input.’':Because text-
based question~anawerers accept as imput any strimg oF words, withe
out further: processing, they have no syntactic! limitationion inpat. -
However, the fact-retrieval program may only be: able to: abstract
information from those portions of a text with less than some maxi-
mum syntactic complexity.

In data base guestion-answering aystems; only:cexrtaim rela-
tionships between wopds, or ohjects, may be:represeptible in the:
informetion store. .Pther information may be discarded or:igndored..
This is: & limitation in. the semsutic.dimension:of endgrstanding.

e

In order to obtain answers to questions not explicitly given
in the,iopwt, & question-smswering: system -must liaverthe: power to per-
form some dedwctions. The strustuxe of:the informetién store.may
facilitate such dedustive: ability. - The.range ofcdéedudtive:abildty
is measured slong the deduckive: dimersion:of-undewrstanding. ~The
structure- of the. ipformation-store.way.alsoiaid:in.seletting only-
relevant materisl. for.yse in- the.deductive: queationcenswering pro-
cess, thus improving the.efficiency of.the.systen. - 2o :

R

i i f5£=.|'.:~s

Anqther criteria clesely .related.to. the-extent of under- .
standing, is the facility with which the syntactic, semantic, or
deductive abilities of a question-answering system can be extended.
In the beat.case one.ceuld impreve the -system:aléng any siimension
by talking to it in-Baglish. .Alternatively;, one might have to:add
some new programs ta.the system; or .at worst, ng}:rchanze nw dimply
complete repregramming of the entire systent,:

An important additional congiderstion for ueexs of a ques-.
tion-answering aystem is the ameunt of kaewledge ofthe internal
structure of the system that is necessary to use it . At-best one

12




need not be-aware-of the iaformation storagé strueture uged at sll.
At worst, a:thorough knowledge of the lidtarpcal sérecture may Pe hecs -
essary to construct suitable inputi - . Tuoa EBIUenLa e

Another ‘measure of the usefulness of a question-answering .
system is-1its-abllity-te iateract°ﬁithﬁthtﬂﬂuéi.9“QnRth% worst cese, "
a question. is asked and sometime later an answer or raport-of fail-' s
ure is given. When the question cannot be answered, no indication is
given of the cause of failure, nor dses the system allow the:person
to giveiany»hﬁlp.4ftbia~13»typieal*%f*thtlobératieﬁfoffaﬁh&nbétfofea‘”7”
Air Force guetry systems {(Jay Keéyser, persowal’commuinmication): 1In -
the best-ease; the system will ask the:usér’ For-speei¥ie help’ and -

+ -

accept suggestiofis ‘of apptepriate‘eéarielJof actien. 7 1 T u
. '- SRR FiarE I e S R S ORRES N
In this section we have given four criteria for evaluating
question-answering systems. They may be sulmmarized’es follows:
‘1)’ "Extent of uaderstanding: %ij&t&tlc, ‘ gemantic end-de- -7

5. ductive sghilities) . _ e an .
. 2). Racility for gxtendingﬂ abiutien (Syntac.;;ip, semang:ig, N
'deductive)

" 3) ?Need by user for knowledge of 1ntetnal structure of
systém A 1 F AT

“4) Extent of intéraction with user ' -

b

D. English Language Question-Answering Systems.:

“In this sectién; I shall:give #é-etritieal subfiary of afumber
of English-language ‘question-answering systems; utilizing the: cri-
teria outlined ii the previbas section.  This disetssionwill providé
a context for the sestion’ of the concltuding ehapter which saimarizes
the capabilities of the ‘STUDERY system. PFor:d-désctiption oF the difas"
ferent syntactic analysis schemes mentioned below, see the survey by -
Bobrow (4).

13




1) Phillips. -One of the esxliest quedtioscanswexing:systems ...
was written in 1960.et MIT by dmthony:Phillips. (36) . It is-a:data - .
base system which accepts sentences whigh:.cam be:parsed by a.very .- .
simple context-free phrase structure grammar, of the type defined by
Chomsky (8). . Additiomad syntactic.xesirictions: sequire.thet each
word awmst be in only.pne grammatical class, spd that a: septempce:has . .
exactly one: parsimng, . s st vemnn Gpa bades

- A-parsed sentence is tyamsfeosmed: inte-a: list.of five ele-
ments,. the subject, verb, object; time: pbreee,-and place pbrase in
the sentence.. All other informatien in the eentemse:is.disregarded, -
Questions are answered by matching the:list: from.the:tyansformed . .-
question against the list.for. each;inmput -senkenggs :When.a magch. is
found, the corresponding sentence is given as an answer.

Phillips' system has mo. deductive.ebiliky emnd: adding new. .. . ..
abilities would require repxogramming the:eypiem:. . A-questioner must
be aware that the system utilizes a matéﬁiﬁizﬁf%%eﬁﬁiéﬁi%h does not
recoghizé synonyms’, ‘and’ therefote the senténce” TS teacher eats

HE= RO R R
lunch at noon.f will not be recognized as an answer to the gpestion
"What does the teacher do at twelve o clock?" When fhéliips system
cannot find an answer, it yeports.only “(THE:QRACLE :DOES NOT.KNOW)'".

It provides for no further interaction with the user.

2) Green. Baseball is a.questiomrangweriog system.desigped. .
and progrsmmed at Lincoln Laboratories by:€xsen; Wedfs Chomsky and
Laughery, (19). . It.is a date. base eybtema in.whigh ghe.data. is placed .
in memory in;a prestructured tree format. - Jhe.deka consists of the
dates, location, opposing teams and.scores of sewesmerigan;League: .. -
bageball games. Ogly questions to. the. syetsm:can.he given in Epglish,
not the data. . - L Camwe vaado.

14




-Questions must be simple sefiténéed; with o ‘relstive
clausés, logical or coordinaté connététivés.  With tHesdé restrictions,
the prograin will accept any questién @otélied ‘in'Words contdined in
a vocabulary-Tist quite sdequate for ‘dsking ‘québtions dbouf base- =

ball statistics. fn additiom, ‘the parsfng routiue, baged “oh “tech- -
niques "dé';reldped by Harris (21); must “Fond “a- parﬂug ‘for ‘the’ “quéstion. -

The quésti‘oﬁsimuét'pértatti ‘to statistics ‘about baseball
games found in ‘the infofiiation stofe. ‘One cannot ' ask ‘questions
about extrema, sucH # “Hfghest" scofe or Wlewest" ititber of games
won. The parged qﬁéé’fi’o:i"’“:{'s"‘tfansfé:t‘ﬂe&‘ ‘fHtd 4 sEaldard specifica-
tion (or spec) lbst; and the ‘questionsdnswerifng ¥outire dtilizes
this canonical fofm:for the meaning of’ ‘the “quest ton hy Fot example,
the quéstion "Who “beat the Yankees on .Yufy A wéulﬂ ‘be’ tz‘ansformed‘”
into the "spée lfgt"yv - = S SRR RS R 2

' Team ‘(To#ing) = New York ~ -7 ~ & &
- Tean ‘fwinning)=: 7 e

Eromr RS

Pate 'J‘ulyl& REEE
Because Baseébdll doés ‘mot utilizé Friglish £6F data input,; we
cannot talk about deductions made from inférmiation #mpticif in sev-
eral sentences. However, Baseball can perform operations such as
counting ‘(the nomber of ‘games played By Boston, for exariple) and
thus in-the sense that it is utilizing sevérat’ separ‘ate ‘data units
in its store, it i&" perfming dedfuét‘i’otts‘ R

Baseball's abilities can only be extended by extensive re-
programming, though -the techniques uwtiltzed Wave ‘some general appli- (e
cability. - ‘Becadse ‘thé parsing program fas a ‘Very complete grammar, '
and the vocabulary list is quite comprehen¥fvé for ‘the problem domafn, -
the user needs no knowledge of the internal structure of the Base-

ball program. ‘No provision for interaction with the user was made.
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3) Simmons, The SYNTHEX gystem.is 4 text-based questionran-
swering aystem designed and programmed,at SDC.by.Simaps, Kleis apd
McConologue,(41). The entire contents af.a.children's. emeyclopedia,
has been trangcribed to magnetic tape for use as the information,.. -
store. A“?‘ .index has been ,pxh._'gx;argdz;.ﬁ;l;sgj@gtmg .loegtion of all:the. ..
content words in the text, i,e. including mgdg -1ike "vqogn," Veat,"
and "birds," while e:;cluding function words like "and," "the," and
"of." All the content words of a queation.ate extyacted, and in-
formation rich gections of the text are retrieved, l.e. sectioms . .. .
that are locally dense in content warda cogtained ip the.questien.

For example, if the guestion were "What do wormes eatll, with.

content words "worma', and "eat", the twqg sentences 'Birds eat worms . ..
on the grass." and "Most vorms uaually eat.grass." might be.retrieved, .
At this time, the program performs a syntactic analyais .of the ques-
tion and of the sentences that may contain the answer. A comparison
of the dependency trees of the questiqn,p_n(},,‘_gctim,gmge%gg may
eliminate some irrelevant sentences. In the exauple, :'Birda eat
worms on the grass" is eliminated because :"worms" is t'he._}o‘lgject of
the verb "eats" instead of the subject as in the question. In the
general case, the remaining :semtences .are given:in some.panked order
as possibly answering the question.. | - . | gl jmh s o

SYNTHEX is limited syntagtically by ité grawmac.to the ex- . .
tent that the syntactic analysis eliminates irrelevant, statements, . ..
It makes no use of the meaning of any statepents.or wqrds, and canpot
deduce answers from information implicit 11i two or ﬁore sentences.

Because the grammsr is independent of the program, the syntactic.

- ability of SYNTHEX can be extended relatively easily. .However, ber .. .-

fore it can becomg & good question-answering .system, some semantic . .
abilities will have to be added. .

TOSE S T kg

SYNTHEX does not explicitly prpvide for interaction with the
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user, but because it is implemented in the SDq tipe-shgring system
(9), a user may modify a previous question if the sentences re-

trieved Were not suitable.p The mechanism f%r selgcti ] gusfnﬁences

must be kept in min@ to get best results.Ew% N

did mol

4) Lindssx , While at the Carnegie institute of :echnology,pg(.“

L3

Robert Lindsay (28) programmed the SAD SAM que tion—answering(system.ﬁm
The input to the system is a set of sent%nces‘in Qasif (Eplish, 8 s

subset of English devised by C K. Ogden (35) which has A vocabulpry
of about 1500 words and a simple subset of the full English gram-‘
mar. The SAD part (Syntactic Appraiser apd Di Frammer) of’SAD §AM

B

tic Analyzing Machine (SAH) extracts from these gprsed sentenpes;_ ;?“:
information about the family relationships of people mentioned, :ite‘;,

stores this information on a computer representation of the family ,
tree, and ignores all other information in the segtence._ For example,_
from the parsing of "Tom, Mary 8 brother, went totthe store. Lind

!ul.,

say's program would extract the sibling relatipnship of‘Tom and,Mary,

place them on the family tree as descendants of the same mother and

father, and ignore the 1nformation about where TFm went.,

(SIS RV

The information storage structure utilized by SAD SAM, namely,
the family tree, facilitates deductions from informftion implicit

{88, =170
in many sentences. Because a family relationa i% is defined in e

(anol

terms of the relative position (no pun intended) of two‘people in;“
their family tree, computatinn of the relationship is independent -
of the number of sentences required to place in the tree the path

between the individuals.

i L0 i oo aggr tea oo
RAoEXIILL Ity 2 S

AR
f} [T

Extending the abilities of the SAD SAM system would require

TG

reprogramming. No provision is made for interaction with thg uper.

No internal knowledge of the program structure is necessary if the

17




user restricts his queries to questlons of family relationships, and

his language to Basic English.

SI;fRsphael. The SIR question—answering system (mnemonic

for Semantic Information Retrieval) ‘was designéd by Bertram thhael
(38) at MIT. The SIR system accepts simple sentences in any of
about 20 fixed formats useful for expressing certain relationships
betweenrobjects. The semantic relationships extracted from these
sentences are those of set membership, set inclusion, subpart left-

to-rlght position and ownership.

The information about the relatl%nships between various ob-
jects is stored in a semantic network, where the nodes of the net-
work are'objects and the relationships are inélcated by directed
labeled 1inks between nodes. ffbr’eXample, if the three sentences
"John is a boy " VA boy is a person,“ ‘and "Two hands are part of
any person" were an 1nput to SIR, four nodes labeled John, boy,

person and hand would be created. Included in the network would be_

a link indicating set membership between John and boy, another with
a label indicating Set'incluslon between boy and person; and a link
indicating hand is a suﬁpart'of person, with the number of parts equal

to 2.

Separate question-answering routines are used for questions
involving different relatiomships. Each routine tsﬁesjcognlzance
of the interaction of various'relationships,rend'can‘ueduce answers
from the linked structure of the network,:lndepenﬁent of the number
of sentences which merejnecessary to set up these links. For exam-
ple, by tracing the links from "John" to "hand,">5f§‘WOuld answer
"YES" to the question "Is a hand part of John?"

The SIR system can interact with the user. For'example; if

18




told that "A finger is part of a hand" and asked "How many fingers . ..

does John have?" it would reply ''How many fingers per hand?" Then
if it is told "Every hand has five fingers," it would enswer the
question with “The answer is 10". -

Any extensions of the SIR system necessitate additional pro- -
gramming effort, though it is considerably easier te. add new syntac-
tic forms than new semantic relationships. Within the input limits
of the 20 fixed format statements; the /uger need pet know anything
of the internal structure of the informatien storage structyre.

E. Other Related Work.

In addition to those question-answering aystems described
above, a number of programs have been written to translate gnglish
statements into a logical notation to check.the cemsistency of a set
of statements, and the validity of legical argumwents:  In the.sense :
that, given a corpus trsnsformed:to some.legical:gotation, and .another-
statement, a logic-based system can answer the.queatian "Is this
statement (or its negation) implied by the corpus?¥;.such logic- . -
based systems are question-answering systems. .

Cooper (12) and Darlington (14) both have pregrams which
translate a subset of English into tbe.propositional calculus. par-. .
lington is also working on progrems whigh cem $reaslete English imto .
the first order and second order: predicste galculias.. A difficult prob+ -
lem being considered by Darlington, in trying to handle implications
of English statements in terms of their logical: tramsletion, is the
determination of the proper level of analysis forx:a partigular preob-
lem - that is, whether to translate theiinput iate: secomd order
predicate calculus where proofs are very.diffigult, or to txy teo

use first order predicate or propositional calculus to prove the .
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theorem; sl perhaps “£ind it' logivaelly insufficient.. :

AR IEEUSHIDS B oy E ot e e s - [ .
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At thie Wetivndl Bordadu of Standardd, Rireeh (22); Gohed (10) -

and Sillars (39) have designed a system in ‘which pieturesind English . -

language statements are converted to expressions in the first order
predicate ‘cd leulus i :0nd scdn then chdel °td ifeeiif ianclngl:imh ‘Language
statement iis consistent with:s given-pletwpes: i ...:i> :

R G TN AP ERR STURL

HcCar¥tliy' s Advice-Taker ¢30) ; though:-not sdesigned . td: accept
English inpaty would maké dn exdélient base for a:question+answering

NE RS ETREE G N S S SO o S LT 1]

system, Fischer Black (2) has programmed a system which can do all
of McCarthy's Advice-Taker problems, and can be adapted to accept a
very limited subset of English. The deductive system-in Blackks: =
program if-eqiivalen¥ 68 Ena proposttionatscploalds.

S SO N . P - . e e N e ireie e
FE R R PO HETII 2 E 55 TR SR B I N o RGP N M
L)

£

3ok huhber6f ‘péopte heve dotrie work bearing ditgotly on the . ..
problem-6f>s8tvifig algébrw:word preblemdostitbd tn Raglish. Sylvia =

Gar¥2fik¥é" (¥8) wrote-dcpaper iniwvhioh slebdescitbed theiheuristdcs. . -

she would ‘ugé In progrimitng'd Fompiter o sdlive higebra word-probs:: : -
lems, but-néder wrote:the programi vMobt:of:therheuristics were too .« -

vague to really be used; e.g.: §ust stating-that:one>shpuld:ideatify
two variables' names which are only slightly different, but giving
no good critevia:Ffor:u8light diffetence. The! treatment o “this" was

taken from Garfimkie'as paperi Souwere a ‘nimberipfisimplified stater: .
ments: ¥ algebzastory problems shé tremperdibed:ang: transforbed: from . - -

prob‘l.@im inia first iyeaf- algebra’eextobgokaits Loiuns Lo 1o

R T EE I S T B I LR P A S e, :
S T SR IO LA RSB R BN RESRETR IS N SR ST S HERE A S
A [ & L FoR

‘Michael Golematt (11),- at-MIT, wtote s:term:paper describing

a program of:his: whi¢h:sets up-the:eqations! for somes&ypes of alge~. s .-

bra story prebleins (also handled’ by'STUDENT)- ' Some: of tihe gpecial:
heuristics- I ade- for: "agb ptoblm*‘?were iwmpired: “bgr teehniquaes he .

invented.: '/ vty i Egionu o RS B I NT ORF S
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construct this type of program, but again did not implement these ideas.
He suggests methods for: transformation of #nglisbi irput> to; aquatidns

which wosld require:much more. imformatdon abpuly #iids thamis used = .2
in the STUDENT program,. apd- therefiore sewe not @pplicabledn this-worky:
The STUDENT program considers wonds:as;sjmbols, wndidakes do with.'l =7
as little knowledge abbut the medfitt@ ¥ words as:is compatible. . i
with the goal of: fiftling :a solution: tor ttmimticnhr probleme: 1500 inail
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The purpose of this chapter 4s to: put.the technigues.of analy-
sis embedded in the STUDENT program imtoc .a wider <tomtext, @nd indi-
cate how they would fit: into..a more geseral language: processing sys-
tem. We will describe in this: chapter & theory:of: sementic genéra-
tion and analysis of discourse. BSTUDENT. cen then be: considered a
first approximation to 2. computer implesientation of the. snalytic
portion of the theory, with certain restrictions on the interpreta-
tion of a discourse to be analyzed. It will be evident from the theo-
ry why analysis is so greatly simplified by the imposed restrictions.

A. Language as Communication,

Language is an encoding used for communication between a
speaker and a listener (or writer and reader). To transmit an
"idea", the speaker must first encode it in a message, as a string
in the transmission language. In order to understand this message,
a listener must decode it, and extract its meaning. The coding of a
particular message, M, is a function of both its gleobal context and
local context. The global context of a message is the background
knowledge of the speaker and the listener, including some knowledge

of possible universes of discourse, and codings for some simple ideas.

The local context of a message, M, is the set of messages tem-
porally adjacent to M. M may refer back to earlier messages. M may
even be just a8 modification of a previous message, and only under-
standable in this context. 'For example, consider the second sen-
tence of the following discourse: "How many chaplains are in the
U.S. Army? How meny are in the navyl"

In order for communication to take place, the information map




R B IS & 'qufx\,m*

y

thg process >

of both the listener and the speaker must be approximately the same,
Glso the decod
of the listener must be an approxiﬁehte 1nirerse of the encodittg process

at least for the universe of discourse,?”

of the speaker. Education ih Ianguage is, in Iarge part, an attempt
to force the 'Ianguage processors “of Qifferent peop‘le fnto a uniform
mold to facilitate successful communication. We are not proposing
that identity in detail is achieved but as Quine 80 nicely put it
(37N : . S : R

"Different persons growing up in the ssme language are
like different bushes t¥imsed and trained to take the shape
of identical elephants. .The anatomical details of twigs and

" branches will fulffll the elephantine form ferently from
bush to bush; but the oversll outward: results are.alike.'

As a speaker transmits successive messagasconcerning some-
portion of his information map, the listener ‘who understands the meas - .
sages constructs a model of a !'situation”. The relution between the : -
listener's model and the speaker's information wap -is that from each: -
can be extracted the transmitted information relevant to the universe
of discourse, includirg informat ion 'deductisle -from the entire set
of messages. The internal structure of the:listener’s model need.
bear no resemblanee to that: of the &pe‘aker, ‘and may : -in general con-~
tain far less detall. o : EERE T S R

B. Theories of Language. _ SRR N AL R =

- According to ltorrie' theory: of signs (33); the .encoding and -
decoding »of.flengmge can be stratified into three levels. The first .
level is the syntaotic which deals with the welatimdships of sdgns .= .
to other signs. A syntectic analysis, tresting womds a5 members of
classes of words,; can yleld structurings of wessages which indicate .-

comnon processing features. The second level, samsntic pualysis, is
concerned with the relationships of signs to the things they denote.
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A third level, g.‘ % tic analysis; is conqemed with the relationships .

between sig,nq and th[e}r 1nter.;pretat}c5 ’)11'%; qt:?en;lims (f gctions required

Our theog:y will deal with all thgee levels af Aanalysis, with a pri—

mary emPhasis on_ t:he ,relation of the smntic aspect Moflang\upse to

.....

preE-Ecbe)

the generation of discourse. .

pore)

AT~ 0 TN SR A I S I O

L ong Cooee oapn L hemwnrdsg st Jladthon

Hany theories of syntax have been developed to describe the S

structure of English, and many of these have served as bases for

computer programs wh}cb ge;‘for;n yntﬁ‘::}:oj&% analgsis. For a ,qomplet:e

survey of such* sy:tem duwﬁns mm@wm .mm al%L
+y < i :-—. ;

of these Eheories {g%ore ﬁhe cb_ :‘eptd :irf e Iig ‘:i‘:fp 3 "Be-

cause they ignom ssuch mﬂnp:mtnnt ffw mf- dwwlprngrmm based

“on such theories often yield many possible structurings for a single

sentenees. which -ds unambiguous to a person. : WNith: acme uge of meaning,

many -of the meeningless ambiguous iinterpretat fons: oonld be elimineted. -

For -3 good .discussion of why ambiguities awise inisyntactic -anaslysie
see (Kuno :and Qettingerx. (,25). Shotegn: s twaisann oy Lo

fe Y
CT

Based on some ideas demcribed by Nmgwé {(46) 4 o number of.
programs ‘have. heen wxitten which genaxste ayntagtically correck Ba~ .

glish-sentences. -In -most cases,; &tha senténcem Penerated: iaxe pre-~ - -

dominately meaningless nonsense. The coherent discourxge generator of
Klein (23) is the one exception I know. Klein utilizes an input text

from which he extracts certain structural dependencies of the words

in the input. He then generates sentences and .befuge Lthey arxe xe-: &

leased. forcutpuk:, .8 pastprodessor checke to ‘ses 1 the wuxds in. the
generatiéd -stntende st isfy stnictural dependenciss conaistent with

those found 'in tie/Anput tesxt.!: Howevex s aven iin Riedn's-progrem no -

_attempt is made 40 ise the. Mve madning of ety sorvd, .except in
so far as this meaning is reflected MMmmmq&m other
. words i& the iﬂplﬂ: tﬂﬁ T T A o =S Ty BT RS IR
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~ Some theoriea which do cpns;g% t ﬁ ? ,glu) ﬂoﬁ ;eug(ntj.cs yfe L
being developed pov.. Pepglegrgﬁt (2.7;1 p;a; t}u ggﬁ ?ggxg
developed at the Linguistic Research Center of the Un:lver%i:tgj of. 'l.'g;- b

as are an explication of Morris' theory of signs. Though not yet
implanented, the s semantic analysis program yi\}} %e pse of a. pre-

liminary phra;e structure syntactic apalysis. A nymber ?f aypt;gt}rc
structures, vith appropriate vocabuhryd Atems, vigl%m{ opto sipgle
semantic constants, . eueng:iauy& ipg;gggiu‘ that these structures. all
have the same neaniug Ihia _Blves a type ?f ccnnp&g} . form for,.
structures in tem of thgir mniﬁly,ﬁbug dyej Jot. 9;},11#3 apy e;- g
,plicit nodel of the vorld.; Ro provj.s;lou :l.g,gpgg r‘?ﬂ the thgp;y for .
deduction of infor-ation inplicit in.a net of sentences, .

i e R T

Lamb (26) also has proposed ,u atr‘_'t;flcfti??g,l gbgorynof grmz

mar, not yet implemented on a computer, in which lucceuive levels of

analyais are pe;fotud, wit,:lr a final np%p m&h&, jnput - iato sgruc-

tures 1n a "senenic" stratum of thg lgngugged Ip this semmmic stxav .

tum are bundles of "lanel" or meapings, apd. 4@;53;:1@-@9:, the re-

lationphips between d;lfferent hungles. ;;mfﬂ?‘* J5eRtences . nh}cb S

mean the same t‘hing ahould map. into the ssme stryctyre in this, ?W‘W
icel rgg:sgegtasionhof

stratum. Senenic atructurea .are thus _eand

leaning,

me theory of languase generation ggd ggnlzgia uhich ‘we sball«
describe below is designed to haudle wvhat we call cohsrent dlacourse.
A discourse is a sequence of sentences such that the mesning.of the |
discourue canﬂot& be dcecr-iud Iw ix;tmietmmuhaunﬁence tide—

interpretation of each sentence may be dependent on I:he local con-
text, in the sense defined previously. A discourse is coherent if
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it has a complete and consistent interpretation. Completeness im-
plies ihét'iﬁefé’is“no“subsrifﬁg‘ﬁ%éﬁiﬁﬁfﬁé?%{saaﬁ§eélthét does not
have sofie interpretation in the modbl"of‘fhé sItuation’belng built ‘

Crgn rr ¥
o1 IEET ’.,

by the 1istener.

A listener's aﬁllitybto build’ a model of a situation from a
discourse is depeﬁdenfzon infﬁfﬁhfibn‘3%311551efE&’ﬁiﬁ“irbm his gen-
eral stdre?df;knoiledée{; Théerefore it is quite pbsslﬁle for a dis-
course to séem c0herent to one listener and not another. A writer,
reading his own“ﬁri%ihg,‘ﬁay'feel’that”ﬁemhas”generated a coherent
sequence of‘sentencés “but in Fact, it is’ incoﬁerent to a11 other
readers. This is, unfortunately, not a rare occurrence in the sci-
entific literature. Conversely, a listéener who 1s a psychiatrist,
for example, may find coherence in a sequence of remarks which a

LSRR

patient: thinks aré entirely unrelated.
Ttie STUDENT System atiiizes an expandable store of ‘general
knowledge to ‘Build’ ‘s model of & situation described in a member of
a limited c¢lads”of discourses. The form of this model of a situation -
built by STUDENT‘wiII be’ discussed in detail 1n a later sectlon of :
this chapter. As far-as '1° know, STUDkNT i~ the only COmputer im-
plementation of a theory of ‘discourse analysis now extant that maps
a discourse into some representation of its meaning. When the theo-
ries of Lamb and Pendegraft are implemented, they should also be
able to analyze this class of discourse (and others) Harris also
talks about "discourse analysis," (20)“but*rn his*use ‘of this ‘term
he specifically excludes the use of meaning, stating. o

“"The method [of discourse analysis] is formal, depending
only en the-eccurrence 'of morphemésias distinhguishable -ele-
ments, and not upon the analyst's know%QdSQ of the patticular
‘meaning of eaéh morpheme "
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D. The Use of Kernel Sentences in 0&5#1555%?34£éwilikl:m1;33»Vwﬂf”wl.f»?

A basic postulate of our theory of language analysis is that
a listener understards a discourse by trahefobilap £t 1

valent (fn meaning) sequence of simpler ketnel senterices.”” A Kerhel =~

sentence is one which the Iistener cafi’ ﬁd&éfstiﬁd‘direﬁfiy, ‘that *
is, one ‘for which he knows a"transformaﬁtbn'intd‘hts thEbimation”
store. Conversely, a speaker generates a set’ ‘of Ketnel senternces”
from his information map, and utilizes a sequence of transformations
on this set to yiéld“his‘snokén discourde. THiH ;ééﬂof kérnel sen-
tences is not 1nvariantwfrum‘ﬁerson to petﬁbn, anﬁ ern vﬁ&les for a’

2w
L L

single individual as he learns.

15y L. IR VEI R A

The use of kernel sentences in' this way {8 controversial
However, the theotry 1s proposed aé'a good Framewotk ‘f6t understanding
and implementing language processing on a %ompuféfiinOt”nECessarily .
as a model for Kuman behaviour. The dsefulness OF tﬁiﬁffﬁéo}& as a
psychological model is #nempitrical’ questioﬁ.’*ﬁkinher 2y haa i3
given some psychological Justification’ for’ a%suﬁing the existence of‘">
a set of base sentences, and Chomsky (7)) hag dishﬁsﬁéd‘tﬁé“linguis-

tic merits of the use of the concept of kernel®dentehces. ~Despite

Bin

this common concept of kernel sentences, in practice, our use of
kernel sentences is different than that d£é824§§§¥15r¥65dns&§:- Our
use of kernel sentences as a basis of a lahguage i§" analogous to the

use of generators in defining a group. :

Although we are not proposing our theory as a basis for a psy-
chological model, it has been useful, to &véld éircumlocations, to
describe the theory in terms of the properties and actions of a hypo-
thetical speaker and listener. All statements about speakers and
listeners should be interpreted as refers&ng»so~eeﬁpueer progFams
which respectively, generate and analyze" cohd¥ent discourse.

s

27




E. Generation of Coherent m PR

speaker, N’ﬁ some M@}; ,pf. the mrlq i,n M“& JAnfon f 9 )

Tt be ned here. with hqnu:h 3 modal gi” Wtbnr :Lt:s ex-.
act form. Different forms, for the pedel. will he waefyl for. slkfﬁewt
langusge t;tggﬁ >, but they must all have the properties pqsnxihﬁx below. .

o

shall not be concer

'lhe basic cgmpggen;a pf the gode?]: q,;‘eﬁ,a_ ae 9% n}glgqts, QOJ
a set of functiops (¥}, a ser of relations AKs )& ek, of pro-

positions I'i s and a set of semantic dedq;:fq.rvg t,}g.aq_&. Am e
F? is a mapping from ordered sets of n objects, called the argu-

mefits of Y;; >, into the set of objects. The papping may be multi-

valued and is de fineg only ;f Fhe argiumer M;g;j.p,fy a agt of cop-
ditions aasociatgd with Fn ot LA co,ndil:ip;;, is. e,nqp:i,@ll‘lg membership
in a class of objeg.;:rg, ;»qt ,13 defined more precisely pg),g}. A re-

lation R .18 p-special type of o,hj,e.gt m%pdgl, atﬂfgpngistn oo
of a _}-abs}, (a,unique, identifier), apd an ordered set of n conditions, .
called the argument. conditigns for. the relatien. lons of re-
lations are again. relstions. . .

FRRAT IR U S S y

some relation, Ry , and ap ordered set of, pobiects satisfylng the .
argument conditions for this relatiop. .One may, thiok of these pro-
positions as the beliefs of a speaker about what relationships be-
tween objects he hag poticed are true in, the yorld. Complex pro-.

positiong are logical combinations. (1;:i the uspal semse) of gmntary
PrOPOSitiOM’ Co3ar ittt g iwa ot wen Benosoaye vy ook ‘

he gemantic o2, give. Psgfeﬁ»mm for, sddtng.new .
propositons to tpe ggggl %’8?9{“ L’the propogitions 1 now dn, the, npdel.:_

In addition to the ordinary rules of logic, these rulea include axioms

about the relationships of the relations in the wmodel. The semantic

28
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deductive rules also include links to the eemses of’the npeakerr For .
example, one such deductive rule for sdding a .gropositon- “£o ‘the model .

might be (loosely speaking) "Look in the real world and see.if i¢ is -

true.” These rules essentially determine how the model is to be ex-
panded, -and .are -the most. complex part -of a camplete system. . Hows
ever, from our present point of view, we need only consider these .
trules as a: black bax which. can extend the set: of propostfions in the
model.

ey m TR
GTEIE

A~closed_gggst1nn:1s:¢-reia:1nn.1;1-b.xtfnrssunnang« and an

ordered set of n objectsi - The answer to this suestion :is affirmative

if the propbsition, consisting of this label andthe h objects, is -
in the wmodel (or cats be-added to it). SXf the negstion of this pro-
position is in- the model (or can: be .added), the answér is negative.
Otherwise the answer is undefined. ‘ ‘

An open guestion consists of a relstional- label -for: an n-argu-

ment relation, n;f, » anf a set:of objects: cotresponding to n-k of these .

arguments, where n&k&l . 'An snswer to an.open question is an or-
dered set of k abjects, such that if these ohjecta:arg agsociatéd:
with the k unspecified arguments of l? 'y the: resulting proposition is
in the model or cam be added to it. An open question may have no
answers, or may hawe: one Or more -answers. A sendition:is an open
question with kel, and an object satisfies a condition if it is an
answer to the question. : ' ’

2) . Generatiom of Kermel. Sea
logical properties of the speaker's model of the world. We shall

now consider how strings in a language, words, phrases, and sentences,
are assocliaeted with the model,  Corresponding to:the set of objects:
oi' there is a set Ny, -of strings (in. Eaglish:in.our csse), . -
called the names of the: objects. There.is a meny»one mapping : from
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{Nij}.tonto {ai . .1t .18 many-one because one .objéct may hdve more
than-one name; e.g. frankfurter and hot dog both mep : Back .into the
same object.in the model. Lo T dre s v o ts

Recall that functions map n-tuples. of objects into objects.
Thus a function name and.an :n~tuple .can specify -an object. We
can derive a name for this: ocbject from the function nawme .and the
names of its nm-arguments. Associated with each function is at
least one linguistic form, a string of words with blanks in which
names of arguments. of the function must be inserted. Examples of
linguistic forms associated with a model are ''number of .. .  ..',
“father of ", and "the child of _ .~ amd _ . . .". There is
a many-one mapping from the set of linguistic: forms' Ntilj }a’o‘nto ‘the = .
set of functions. Two examples of multiple linguistic forms for

the same function are: '"father of CWoand M - tg father";

and " plus " and "the sum of _____ and ____ ". Thus,

if objects x and y have names “the first nusber! amd “the second
numbexr" and associated with the function % % jig the linguistic
form "the product of and - ", then the name‘of the object
produced by applying the function " * " to.x and:y is "the product
of the first number and the second number". A parsing of a name -

thus must decompose it into the part which is the linguistic form,
and the parts which: are names of arguments: of the corresponding func~ -
tion. We shall call objects defined in terms of a function and:an
n-tuple of objects a functionally defined object, amd these which
are not functionally defined we shall call simple objects. Simple
objects have simple names and functionally defined objects have

composite: names.

In addition to linguistic forms assoclated with functions,
there are limguistic forms associated with relations.. :For an n ar-
gument relation there are n blanks in the linguistic form. ‘Examples °




of relational linguistic forms are: " equals ",

" gave to "and " speaks""ﬁlt‘is this
set of linguistic forms, corresponding to the relations in the model

that serve as frames for the kernel sentences.

In a manner similar to the way composite names are built, a
kernel sentence corresponding to an elementary proposition {s con-
structed by inserting names corresponding to each argument in the
appropriate blank. Names may be" simp‘lt“or compostte. “An example of
a kernel sentence for a proposition built from such a ‘relational -
linguistic form is "John' 8 father gave .3 times the salary of Bill
to Jack." which contains the simple names "John" wogn, MBiTIV,
and "Jack". It contains the functional 1inguistic forms . "___;_'s

father", "  times " and "salary of "™ and the rela-

tional linguistic form " gave ' tobi' ",

A kernel sentence corresponding to a complex proposition
is constructed recursively from the kernel sentences corresponding

to its elementary propositional constituents by placing them in the

corresponding places in the’ 1inguistic forms W 7"and ooy

IR ) "
3

" or not

etc.

The kernel sentence corresponding to aAclosed'question is
constructed from the kernel of the corresponding proposition by
placing it in the linguistic form "Is it ‘true that ;__;_?“ For
an open question, ‘dummy objects are pIaced in the’ open argument po-
sitions to complete a ‘propositional form. These dunmw arguments
have nsames "who", "what" "where", etc., "and ﬁhich dmmmy objects are
used depends on the condition on that argument position. A question .
mark is placed at the end of the kernel sentence constructed in
the usual way from the relational linguistic form and the names of

T §
RV BN

the arguments.
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L

In generating a coherent discourse, a speaker chooses & num-

ber of propositions in his nodel andlor soue open or ciosed qnes, N t”

L)

'tions. He then uses linguistic 1nforuation sssocipted with the model .

to construct the set of kernel sentences correspondins to this set of

chosen propositions.. In the next section ve will discuss how he

i < ) ce JIEE

generates his discourse from this set of kerngls. RN

'ﬂéu$ﬁf set of kernel

sentences is the base of the coherent discourse. The, nesntng of a
Lreres ud pnofidfzoQoTy & 2

kernel sentence 1s the Proposition into ﬁ? ch 1; ?ngs, ?nd s;mi- . d_
larly, the mesn;ng of any nnpe 1s the obJect vhich“}s(}ts hnagq un-

der the mapping.” To this set oﬁ kernels we sgyly a}ﬁ”h uence ¢ qf B
‘meaning preserving trsnsformations tq get qhe finsl dipcourse, He
use the word "transformstfon" in its broad genersl sqgseg not 1n
the narrow technical sense deflned‘hy Cho-ifw'(7).

“‘: f b I ETR I

There are two distinct txpes of trsnsﬁcrpsw#g?s, structural snd

definitional. A structural or syntactic transfor-ntion is only defiﬁ,

3.1 e;i&r; N4 [ E

pendent on the structure of the kernel string(s) op vhich it operates.‘

2OBRIG

For example, ‘one syntactic transfornntiqn takes a kprnel 1n the ac-

tive voice to one in the passive voice. Another ccnbines ‘two sen-

tences into a single complex coordinnte sentence. .

AR

B

One largerclass%of sfntsctic’trsnsforn?tv— ;s‘uspd.to“subﬂ4;~

stitute pronominal phrases for, names. Pro

Ty £

ordinary ‘pronouns e ih_as "he" "she" or "it"v

ST TR VT YTV .,.(.-‘

.....

They may also be truncatiops of awfull nane snch ss “the dists

TSI Wi R S ST

for "the distance between New ?ork snd Los, Angeles". In cases where

such pronominal reference 1s made, the coher;nfe of the final dis-

course is dependent on the order in which the resultsnt strings

appear.
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The -second type of transformatiowiiy defiwit tamal. - Etdom .o
volves substitutions of:linguistic strimgs ead foims: for ones ap~. oviz:]
pearing in the kexnel dententies. : For exadmle ,; for any appearance of : o
"2 times" we mey -substitute "twice' i :#hd .far .5t fmed'l oubstitute -
"one half -off%. . In-addition to this string 'sutstitut ban) sone trang- - .
format fons ‘perform: form: substitution amd rearrangsment: Fox example,: . o>
for a kexpel aentence of the foxm-' x isy more them '; whavex, y,i: o3
and z are any names, ;one definditional trensfasmdtion ican sisbst itulie

"x exceeds z by y."

Some transformations are optionak;.and gome may be mandstory.. .
if certain.forms axe present -in the kernel aets: - @ertain:trensforma-
tions are .usaed: by .a speaker for stylistic puxposes,; for exdmple, . :io.
to emphasize certatin objectsy: -other ayntecfic tranaformations such . .
as those which pexrform pronominal: substiitutions: are -uséd becauwse 0w o
they decrease.:ithe depth .of & construct fxn i dn the sense ddfined by - o2
Yngve (&) ;.- - v - s wosdl ovimD meltig o T arre dec b 3T £l

Let us review the steps in the generation of a coherent
discourse. The speaker chooses a set of propositions, the "ideas"
he wishes to transmita:. He: :then: ancodes them as deanguage stiings talled
kernel sentences. in the;manner desnribed above.: He then chooses a:- - .-
sequence’ of structural .and definitional transformatdons whichvare «i. -
defined on this set of kernels or. oni the ordered: aet.of sentences ' -
which result from -applications of tha: first frensfotmations..  The !
resulting sequence of pentences will be;a: oohepent . discourse to & .. = -
listener if he. knows all the: definitional.transformations: applied.. i~ z.:
In addition,: for every peir of distinct names'which.the speaker maps - ..
back into:the same:object, the listéner must also mwep; into. & singlke:
object. . . - . . S ST SRS O E LT ORI PR AT S

In order to-¢larify this theory, we show, in Appendix E;-a .. -0

sample semantic generative grammar which will generate coherent dis-
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course understandable by the STUBDENT ‘snalysis program. The -ob-
jects are numbers and:the functions are fthésat:ﬁbhﬁcttuﬁoﬁerntio‘hs-

of sum, difference, product amd quotiént. : The only irelation in

the model is mumerical equalits. ! The transforumtiions .ere described -
informally; - ~furthed linguistic inwestigation is nddessary -before ‘a
formal -notatton for: transformatidns caud “be decided uponsi Paxallel

to the grammar.is a semple problem genersted B vkl Miztng this gram-
mar. This problem is-golvable by the STUDENT dystwm. 000 7o

F. Analysis: of Coherent Discourge. @0 =«

-Generation of céherent discourse:. cousists of two distinguish-
able steps.  From propositions: in the speaker ‘s wodsl -of ‘the world, - -
he generates:.an vrdered set of kernel senterces. : He theh applies a
sequence of transformations to thiskernel gets . The desulting dig-
course .is iacoddd message which is toibe:anakyzed aimb decbded by a
listener. The listener's problem can be loosely characterized @8 an
attempt to answer the question, '"What would I have meant if I said
that?" ‘ oo CorErres Poooowim e el walvan oo :

To analyze a discourse the -listener mustsifind Whe:set of ker- -
nel sentences from.which it was generated; ' -oneway to:do thits is
to find a set of inverte transformatfons whith wWhen appited to the -

input discourse: yield & sequernce of keérnel sentenced. - The listener -~ -

must then:transform these kernkl sentences o &h appropridte rep-
resentation’ in his information store. ' The: appropriateness af a rep-
resentation is a function of what later: use the' listener expécts to -
make of the information contained fn:the disecurse. ~The listener
may simultaneousiy transform a given:kernel sénténte ints a number

of different representations in his information store. On a level '
of pragmatic analysis, statements require only storage of information.
Questions and imperatives require: appropriate’ responses from the
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listener. The difficulties in snalysis dfechotomfze - tito ‘thHose
associsted with-finding’ the 'Rétnel dénténées WHieh aPé ‘the base of- """
the discourse; and those dssoeiated Wwith' Epéng¥oPuing the KerfieF sén- -
tences inte rept‘eieutatiens in’ the-dnformut ioniseopeii > & o G
: PR N I S 4§ speer 5 IG Puog o wore o Ulw ceneds
Mathews (29) ha‘sf&‘i‘:g‘gélté&f‘fh&f*éni!?sié €W °be  performed by U
synthésis: A seqGénce 6f kernel sénténces; ind d ‘dedliente ‘6F Etranss "
formations are choéen; and-the tréhsfesRationd dpé #pplied to tHe Kers
nel semténces. The résulting disesurdessd matched agsfhist the idput, -
If they are the same, these kerfiel Sdntéfice# and tré&igformsbions give
the reqdired analydfe of the imputi’ Ifinet, ﬁ'*éﬁlﬁg@ ‘18 4hadeé so ‘that '
the resulting diséoursetbecomes mbre Like' thé ﬁ!pu&. R L
If the kernel sentences and transformations were chosen ran-
domly, this method would obviously be too inefficient to work in
any practical sense. However, by utilizingﬁ%ﬁﬁﬁi:ﬁhﬁi@ﬁﬂi; B
discoursey-the:chéice ‘of ‘kernebe zand st ianSfsNide icms ¢ary be greatrly
restricted.: Thisitechnique-of sertedce dvalysis fw Ve fnplemented /-
in a program Being written at MITRE Uy Welkés ewld Bartlett (43). = This °
technique-has ithe -advantage that exsotly the sane Yrommar can’ be ‘-
utilized for-both si#lysis and gedewition of digdourge. "~ - 10 ~uw

- A more ‘direct “anglytical spproschk would utilise & set 6F in-
verse :andlytic transformations.. w‘f«-ltiafﬁ{z&iw& trang fomatiton: that Wiy -
be -used :in generdtimy a discourse, end P () =i E)ivhere S anll § wre
sets of./sentiences; them the analyﬁfe«ttmmﬁws! 4 fgitheth- = %
verse of: 'D i f-and only 1f !r ld(s;);i-g shhe chb&:td‘oftvhteh k €, T tE
verse trmsfarmxcims to apply amd the ovder o thetr’ applichtion . i
may again be resteigted: by m’!izthg‘f heuristice venterned: with: - 1i-ouial
features :Of the ANPME.  ~ ~ -1 wLroedn o jusredmlobrtootrotc gl

‘Once the base set 'of ‘kernel sentences for e plven dis:




course is detgumined,.theie remming.the problem: of .epterdng ¥ep-ro:, - ¢
resentationg of .Ahese eentiences-in.the; listenexls. nforvation store, ...
The major problem in. accomplishing;this step-invelyas the separation - -
of those words which.4xe.part,ef.dinguistic. forms;fex. selesions, and. .
those which are part of a name. This is difficult because the same
word (lexicagxzaphic symbol) .may bave multiple.uses:in e language.

Having -sepanated the. zelational.form fxom.the.names which: represest . -
the .axguments of .this relation;.que can then analyressha,neme ia @ .o
terms of .components which.axe functional:limgwissis:foxms apd.ethers . ..
which are simple ngmas. :From.this persipg.in.texms of:xelatiomal .« .
lingyistic foxms,: fugchional linguistig feyms and.simplenamps,:the. -
discourse can be tranafosmed intq:a capenissd.sepseesasstion- initbe: ..
information store of the listener.

B P S N Y P e, e [ [ . i
R0 ST SRR, To AR EAEE S E IR A S TSRO SRR SO LA
« A B
ERN RTINS S S I R e s L LT ¥ D007 2

G. L : ’ ; B in: ity ovd Lceevswedl senco Danlhiot oy
- 0oMP Lot ¢ underatanding -of ja idiseounas bycaslistener woudd. .o -

imply that the zepreeentatiion 2f the diecogsse ju hisiinfdymation: ;.

store:is eswentdslly isomerphic 4o thesmyember!s model of .the-worid,

at least fox. the upiverse.of discouree. -The Liatemetls nepresents~..i:«:

tion must preserve .all snformetien rimplieitrin the diacoundes « « . i

- If the: listener is only .interesgted in certain;aspectsiof the
discourse,: he: nasil: ondsy presprve [infoniationatelenattt ta hig skitesest;- .
and discard the Test.Within hix dxea of sintenest e listemen's mod-
el is ispmorphic jﬁ)[ the; spasker's. model inthe mesee that albivelée :u::
vant dedch:m;whiﬁchm&bea;mde. by:thfc“ip“ﬁﬁtdt on okhechadis d‘f ithea
discourse: pan: alee be: made: by: the listenas . | Qutsidechis ayaacof; =i
interest, the: limtenen il be imable to: snmwer ansquestions. We: ..o
call such restricted information stores limited deduygkive mbylels:. i :oi

The questien-answering: programs of:fdindesy and Rephael o and
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the STUDENT system,:ald.utilige limited: deductive models.. For the
area of interest in each of these programs there wis a 'natural"
representation for:the dinfesmation: in the milowable:inputi : .These:
representations were natural in that’they:facdlitated: the deduetdon:.
of impliecit infermation. -For.example; lindsay's family tree zep~ . .

resentation made it easy:to compute. the relationshdp of any two in- .. -

dividuals in the tree; independent:of the nuomber’of:seéntences: necs:
essary-to-build the tree. ' i CEEL o s v el

Because the number of relations and functions:. expressible
in the models in all three systems is very limited, there is a
corresponding limitation' on:the: number.of:lingudistdc: forms that may
appear-in the input. ‘This: greatly-simplifies the:parsing problem-
discussed earlier, by restricting alternstives: fo# words’in the:
input text.- : L I R S

H. The STUDENT Deductive Model.
The STUDENT:system is su. implemeatation of the amalytigipor-

tion of our theoty: ''STUDENT performs €ertéain inverse transformations
to obtain a set of kntiel sentences and then transforms:these kernel
sentences to expressions in a limited deﬁuctive model. Utilizing

the power of this deductive model, within its limited doh&in of under-
standing, 1t 1s° able to answer questions based on information im-
plicit in the inpuf, information. . X ; t e

H ‘,- ¥

The analytic and transformational techniques gtilized in
STUDENT are described in detail in Chapter IV. We shall describe
here the canonical regresgnta ipnvof 9b4@c§§* relqt}ogs and func-
tions within the model. STUDENT is restricted to answering questions
framed in the coptext of algebra story problems. Alggbraic equa-

tions are a natural representation for infotmation in the 1nput.,
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The objects in the model are numbers,: or nambers with an:.as-.
sociated ‘dimension. The only relation in the model:;is.equality, and. .
the only. functions: represented directly . in . the:model:are the arith-
meticuoperationagothddition33negatiaa;:mnltlplieatianvdivisiow’»

- and exponemtiation. Other functions:are:defined. 4a!terms of these
basic functioms, by compostion,: and/or suybstitutiem:of constants:
for arguments:of:these functions.: For' exbsmplie;: thesoperation of. ..
squaring is defined as exponentiation with "2" as:the second.arga--
ment of the exponential function; subtraction is a composition of

addition and negation.

Within the computer, a parenthesized prefix motation is. used
for a standard representation of the equations:fmplicit dn the En-
glish input. The arithmetic- operation to:be:expressed is made the . -
first element of a list, and the arguments of the function are.suc-

ceeding list elements. The exact notation is given in Figure 2 below.

Operation . Infix-Notetion - . _Prefix Nefation
Beuatity: - A=38 . o e KBRUAL: A B)
-Addition- : A4+ B oo ©oon AREN8 A-B)-
A+B+C = (PLUS ABC)
Negation -A  (umvUS A)
Subtraction A-B  (PLUS A (MINUS B))
Hultipiiéafion | A * B’ . m* f/AAT‘A,B) o
Axp*xc 7 ‘ﬁ“’rgﬁ”rn 6
Division A/B (QUOTIENT A B)
Exponentiation AB ”';V(iiijisijwl

Figure 2: “Notation Within the STUDERT Dedactive Model

—
) e ; ot oyl
T2 L lmona ol

G¥EEeR

In the figure, A, B, énd'C'are'éhy’fépfeééﬁfgiioﬁg 6¥;3§jécféjin the

model, either composite or simple names. " The usudl’ infix nétation for
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these functional:éxpressions is given fov ‘comparisow. 'Because this -
is a fully parenthesized motation, no #mbipuity of ‘operational order
arises, as it does, for example, for the unparenthesized infix nota-
tion expreseion A¥B4C Or its corresponding natural lenguage expres-
sion "A times B plus C". Note also that in ‘this ‘preéfix notation plus:
and times are not strictly binary operators. ¥rdeed), inthe model
they may have any finite number of argumeénts, e.¢. (TIMES'A B C D)

is a legitimate expression in the STUDENT model. A

Representations of objects in the STUDENT deductive model
are taken from the imput. Any string of words mot  containing a
linguistic form associated with the arithmetlc functions expressible
in the model are considered simple names for objects. Thus, '"the age -
of the child of John ‘and Jane" is considered a 'simple nume because it
contains no functional ‘linguistic forms assodidted with functions rep-
resented in STUDENT's limited deductive modél.  In a more general '
model it would be considered a composite name, ‘and ‘the functional
forms "age of " gnd "child of -~ and - " would be

mapped into their corresponding functions in the model.

Because such complex strings are considered simple names in
the model, and objects are distinguished only by their names, it
is important to determine when two distinct names actually refer to
the same object. In fact, answers to questions in the STUDENT sys-
tem are statements of the identity of the object referenced by two
names. However, one of the names (the desired one) must satisfy
certain lexical conditions. Most often this condition is just that
the name be a numeral. For a more general model this restriction
could be stated as requiring a simple name corresponding to some
functionally defined name -~ because, for example, '"number of "
would be a functional linguistic form in the general model, and the

only simple name for such an object would be the numeral corres-
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ponding to this. number,.. An answer consists of & atatement of . .-
identity e.g.. "The number of .customers Tom gete: ie.-162.1"

- The -other .lexical restriction -on answers sometimes used in .. . .

the STUDENT system iis,insietence thet & certain umit Lcorres-.

ponding to & dimensinp associated with a number) appeer in the de~ . .
sired answer. For example, 8 _mgks;he unik . specified by the ques- .

tion "How many spans equals 1. {fathow?", and ‘the answer given by
STUDENT is "1 fathom is 8 spans".

The deductive model described here 18 usefulfor. answering . . -
questions because we know how fo: extract; implicit information from
expressipns in this model; . that .is, .we kpow how -tio :8olve sets of.
algebraic equations to £ind numerical values whigh satisfy these - .

equations.  The solution process used in STUDRNE 1s .described in de~ .. ..

tail in Chapter VI. The transfpyrmation progess, hased-on the theory
described..earlier, which STUDENT uses fo go from :an English ipput.- . . .
to this deductiwve model, is described .in .Chapter ZV.

R Rl
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Almost any programming language is universal in the sense that
with enough time, space, and work at the implementation, any computable
function may be programmed. However, the task of programming can be
made much easier by the proper choice of a higher level problem ori-
ented programming language. The data’to be #ianipulated by the STU-
DENT system is symbolic, and of indefinite lehgth'-and complexity. For
this reason, a list-processing language was the nogt appropriate type
of programming for this task. There are a number of $uch languages
available, each having its own set of advantages and disedvantages.
For a description of the generasl properties of 1istiprocessing lan-
guages; with a detailed comparison 6f four of the better known list-
processing languages, see Bobrow and Raphael: (5)." Mostly because I -
knew it so well, I chose LISP (31) as the basic language for the STU-
DENT system.

The LISP formalism is very convehient for programming recursive
tasks such as the solving of a set of simultaneous’ equations. However,
LISP does not provide any natural mechanisms’ for: répresenting menipula-
tion of strings of English words, enother very importent subtask in
the STUDENT system. For this type of manipulation one would like to
perform a sequence of steps involving operations siuch as recognizing -
a sentence format which fits a particular pattern, finding certain ele-
ments in a sentence by their context, rearrangifig a string of words,

deleting, inserting, and duplicating parts of strings, and others.

The LISP formalism cannot easily express such string manipula-
tions, though each could be individually progiramhed.” However, a for--
malism for- just this 90rt’Of.maniputitfbﬁ«!f‘tﬁetbaﬁis'ofvthé3ﬂﬂﬂit %5)
programming system. Rules in this formalism ‘can easily express very -
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complex strifig manipulations, and are easy to read sud write. Hows =
ever, COMIT and LISP cannot be used simultaneously, and the problem
context nece_ss"itatea going back and forth between LISP-oriented tasks
‘and COMITroriented tasks. :Therefore,. L. edaptet: the; OOMIT rule.nota-
tiop. for.use, in LISP, and comstructed a:LISP progrsm,called METROR which:
would interpret. string trsnsformetion rules in.this potstion. . ...

In congtructing the METEOR. interpreter, I effectiyely extended.
the elos#.mce of the, LISP progremming language; that:is, operations:
which could be ‘done previgusly,, but were awkward to.imyoke. could mow.
be expresged easily. - An extended lapguege embodying:the best . features
of COMIT and LISP could haye been builf from ssratch, but it is mach. ..
more economical.fo. achieve such extensions; by embedding. . The sdven- . -
tages and disadvantages of lsnguage exmby embedding. are; discussed
in detail.by Bobrow and Weizepbawm: (€)> ... i .5 & o, onio

A. Specifying a Desired String Format.

'METEOR has. been, dessribed. in,dessil elsewhere; (3),- but: ve.in-
clude here a, brief.summary.of its. features.,  We.do, this because uge of -
the notation, mpkes. later:explication of: the: trapsformation process.
easier.  In addition, if any smbiguity becomes apparent:inm the expla~ -
nation of the aperation of STUDENT. it.may be. resolved: by consulting .-
the listing of the: STUDENT: pxag;am,,;n,m,nd&;-aa In: this latter. .. ...

A METEOR program consista of a sequence of ruleé each specifying
a string transformatien and giving spme.centrol information.:  Let. us
first consider how a string transformetion. is specified, .We shall . .-
eall the string to be transformed the yorkspace,.. The: werkepace will . .-
be transformed. by a rule only if it wmatches a pattern or: format. givea
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in the "left half" of the rule. ‘This left half is a list of ele-;
DUmE R LR RATeW pedd f i
mentary patterns which specifies a sequence of étems that must be
suppla 2203 1o E I Rv 2004 PR So¥ s TR I R
matched in the workspsce._ For example, if the left half vere .

"(THE BOY)") then a match would be'found only if the workspace con4 ”ri;

(552 5 -'" [2133) v

tained aV"THE" immediately followed by "BOY" - In addition to N

known constituents, one can match unknown constituents.'

YIIRHDs L ' N 4
ment $1 in a left half will match any one gorkspace consti uent.
BRSNS T 2ol =

left half "(A $1 B $2 C)"T will match 2 cgntiguous substring of the

N 5 D] M2 SRR R

workspace which consists of an A followedwby e§act}y one constitgent ,
GAdHEAY o T P

(specified by the marker "$l") followed by algvfollowgd bg“eﬁaftly 2 ;;T
constituents (matching ‘the "$2") followed by an occurrence of a C.
Thus §1 will match an element of the wurkspsce with a specified con-
text. If a left half would match“more than pne substring in the o
workspace, ‘the left-most such substring is the one found by the

matching process.

We have discussed elementarylptjterns which maxch a ?Txed num-

I EE §

ber of unknown constituents (e. 8-> "$é" m@tches4§ unknown constitu— B
ents). METEOR also has an elementary pattern elementj"$“‘which e
matches an arbitrary number of unknown constituents. For example,
the left half (THE $ BOY) will match s substring of the workspace

swunups Ax o o

which starts with an occurrence of "TﬁE"“fBIlowed h& sny number of con—i

stituents (including zero) followed by an occurrence of "BOY" . It

occurt g . L
would, for example, match a substring of the workspacer "(GIVE THE
GoOD BOY)" or of the workspace A"(rglx BOY nxxz)" s IE the left

half ($ GLITCH $3) ‘matches a substring of the workspace, then the .

elementary pattern "$" matches the substring from the beginning of

.....

the pattern "GLITCH" matches this occurrence of "?LI@F@" 1p the work- )

space; and the elementary pattern "$3" gatches the 3 elements or
constituents of the workspace immediatelx followin§ GLITCH
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Elements in the workspace may be tagged or subscripted to in-
dicate special properties of this element, for example, ‘one might
have (HAVE/VERB) or (BOY/NOUN) as elements of the&ubrkspace.‘ Such
elements can be matched by name (using HAVE or BOY as pattern eiements),
or 1dentified just by their subscripts (or by both) mThe e ementary -
pattern ($1/VERB) will match any single constituent which is a verb A
that is, one which has ‘the subscript "VERﬂ" even if this constituent :
has other subscripts. ‘Thus the 1eft half (ALFRﬂD ($17VERB) BOOKS) -
will match the substring (ALFRED (READS/VERB) BOOKS§ in the work- K

i Pl I(ri g R

space (uow ALFRED (READS /VERD) sooxs ] ms Lismﬁrj

Other elementary pattern elements are provided, and new pat-

tern elements can be defined and easily used within the HETEOR system

B. Specify ng a Transformed Workspace.

We have discussed how a desired format can be specified through
a prototype pattern, cailed a left half.l If we try to match the work-
space to a left half, but it 'is not in the format specified ‘we say |
the match has failed. If a substring of the workspace is in the speci-i
fied format the match 1s successful When there is a successful
match, we may wish to transform or manipulate the substring matched,
or place in a temporary storage location,/called a sheif copies of |
segments of the matching substring ' We shall’ now discuss the nota-
tion used for specifying such transformations, and storage of material.”
A left half is a sequence of elementary patterns, and we associ-
ate with each elementary pattern a number’ indicating its position in
this left: half sequence. For exampie, in the Ieft half ($2 D $ E),
the first elementary pattern, $2 would be associated with the ‘number
1, the second, ﬁ “with 2, § with 3, and E with' 4. “§£'a match is suc-

cessful, each elementary pattern element in the left half matches a
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part of the substring of the workspace matched Ey this left half. The
part matched by an elementary’ pattern can then' ﬁe referenced’ by the
number associated with this elementary pattern. For the left half "’
given above, and the workspace (A B CD B A E G), the left-half match
succeeds, and the substring [¢:) C) may tﬁen be’ reference& with the num-
ber 1, the substring (D) by 2, (B A) ty 3“:and (Ej by 4.
o hftoaes B Dioe

The transformed workspace is specified by tﬁe "right halg"
of a METEOR rule. This right half may be just "the numeral O, in
which case the matched portion of thengrkép'ce is”de1éted:” Other- T
wise this right half hust be a list of e1ements specifying a replace~
ment for the matched substring. Any 'umsers in’ fﬁis rigntihalf list
reference (specify) the appropriate part of the matched Substring
Other items in the list may reference fﬁemselves, or strlngs in tem-
porary storage, or functions of any réferencea%le suﬁstrings. In
the’ example discussed above, if’the right ‘half were (3‘2 MY H) “then "
the matched portion of the workspace would” be’ repiaced By (B ADHMD H).
and the workspace would become’ (A BA'D %“D H'6). Wote that' 1 and 4
were not mentioned in this right half and were therefore deleted from
the workspace. Also 3 and 2 were in reverse order, and thus these
referenced’ parts were inserted in the workspace in an order opposite
to that in which they had appeared "2is referenceﬁ twice' 1% this right
half and therefore two copies of ‘this referencea substringi”"(n)" ap-"""
pear in the workspace The elements‘H ‘and Wi vhi “‘1gﬁt half refer-
ence only themselves, and are therefbre ‘{nserted directly into’ the

wi% R A T R
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workspace.
N
Using the right=half elements  described, that is," nsmﬁers
referencing matched substrings and constants (eiements referencing
'themselves), one can express transformations of the workspace in
which elements have been added’ to, déieted‘fronhﬁupiicated in, and

rearranged in the workspace. Elements t6' be addea to ‘the workspace
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thus far can only be. .gonstants. Let us, consider some other possible .
right-half elements.r They are all indi:“ted by lists which start with ;

specia}_flaggt'
- - SRR I -

o The contenta of  any. shelf (temporary(?torage }ist) can. be o
referenced by a two element list with firat element either *A (for éll)
or *N (for Next), and a second element the shelf name. For example,
(*A EQT). referencee the entire contents of a ahelf pamed QQT If this
element appeared in 8 right half the entirefcontenta of that phelf
would be placed in the corresponding plpce in the uorkspace. The |

first element of a, shelf named  SENTENCES. could be}puf into. the work- ;h“
space by using the element (*N SEHTERCES) inva  rjght half.

obadis T

The“flag FN as the first member of a list serving as a right-:ijpv
half element indicq;es thgt the next member of this list is a function¥
name, , and thg following ones are. the arguments of tpis function.ﬁ The L:
value of thezfunction for this.set of ar;pments is,place9 in the e i
worksPacef In this way,_any LISP function canjbq Q?ed within a HETEQRb

rule.

S BT

3 - N "y

, The flag *K indicates that the rest of the liat following is to |
be evaluated as a right—half rule, and then is to, be "com?ressed" )
into_ a list which yill he a single elepept of the wo;kspace.w ?hQﬁ;
chunkp which are longer, and,have more complex gtructurevthan 2
single word can be treated as a single unit within the METEOR V
workspace string The inverse operation is the expanaion of a chunk

so that all its components appear as individual constituents in the

,,,,,,

wii, ¥y PR LSRN LR

We have thus far discupsed how the q:ansformation of a string. B
called the workspgce, cqn be expressed in terms of s left half which o
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is. a. pattern for 4 desired input format; lnd?aﬁtighc half -which is-a

pattern for the desired output format. There is. ng.reasén:to:limit to -

one the number of outputs from a single left half match. 1In fact, a
third. section of..a METEOR rule; ¢alled:the-Yrouting:section (for.

historiral reasons), allows the préogramsiér te:giwe.any numberx:of oth~:

er right halves, and place these refereaced:iitstsxat the heginning or::
end of any shelf (temporary storage list). The storage of such a '
‘"right half" is indicated in the?foutihg}léetién{iyda;liitiﬁ&dtting
‘with a *S or a *Q, followed by the shelf name, and followed by a

right half:pattern.. The *§ indicates-that.therveferenced material is

to be Stored on the-beginning of the nsmed sbalfi *Qoindicates that . 7

it should be Queued on the end of :the sbelfs -Used:with a *N.for re-
trieval, ;a-shelf -built up by #:%§:is-a:zpushdoln’ list, (a-last-in-

i

firat-out list); and-a shelf built up hy.ai%Q 187 a:quene;: (ﬁnt ine: .-

first-out list). T Lo omheer i rezeng’

The only-other significant: feqture:of: a METBABprogram:that we

have not yet touched-on.is the contxql.atructure:in:&-set: of rules... . - -

A METEQR rule has . nawey.and bas .a:'igosta" isection.- @rdinsrily; if -
the left~half match fails, contxol: is antomatically:pessed tocrthe. .

next rule in sequence.. If the leftrbalfismatch isucceeds;-the right half .

and routing sections ave interpreted; and then contrel-.is.passed to'':
‘the rule named .in the 'go-to''. -However; by imsertiion.of ia """

immedistely :after the: rule name.in the: fule; the méthod Of transfer of -

contxol .is:switched, and only on: left-Balf:faibupe-mkll-contral pass "'

to the ryle nawed in:the 'go=to". - - .+ | &

Routing control can also be changed by a list of the form
"(*#D namel name2)" in the routing section of a rule. After this list

is interpreted, any occurrence of namel in a “go-to" will be.inter=: .=

preted 8s a ''go-to'" .containing ‘'mame2'.  This:ilstter feature:allous
easy return from.subrdutines: :The use .ofleft-lyalf syccess or failure-
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as a switch for the transfer of control makes it possible to write:sig+«:

nificant one rule loops.

A METEOR program is a sequence (1ist) .of rulesa. -Each rule is
a list of up to six elements. -The:following is an example of a METEOR

rule containing all six. elementss
(NAME * ($:BOY) (2 1) (. (#8 5172 2) (%D P1 P2)) Pl)

We shall briefly review the function of .each of these six elements.>
The first element.of a MRTEOR rule:is' a neme, and must Be present

in any rule. If no name is needed, the dummy name '*' .can. be used.

The second element is-a "' and:is optiona}. 'When ‘it is present it
reverses the switch-on: flow of centrol; and transfer of eoitrol to the:

rule named in the "go-to" is made on left-half failure.

The third elemént is mandatory, -and is:a left-half pattern
which is to be matched in?theﬂworkipaée.\ The fourth'element is
optional; and ‘is ‘& right-half pattern specifyfng the resalt in the '
workspace of the striﬁg;tnansformattonrdesined.,‘Ihé fifth {(optional)
element ‘i8 called the .routing sgection, and-is a’ list flagged with
a "/" as a first element. The remaindér gf - the routing dection is a
sequence of ‘lists which specify operations which:placé items on
shelves or set Y“go-to" values. The final-:element is called the "go-
to" -and specified ‘where control-is ‘to be passed tf a match succeeds
(in the normal case). A '"*" in this position: specifies the mext rule '

in sequence.

C. Summary.

‘In this chapter, we have briefly summarized:the features of a
language for string manipulation which has been:embedded (by building
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the METEOR interpreter) in the general 1ist{processing language LISP,
The ability to describe easily in METEOR the:string transformations
needed to process English sentences, and -also use, where approprlate,
the functional notation of the general list- progessihg 1anguage, LISP,
was a great advantage in the programming. effort invalved in thls study.
As a final illustration of the power of Ehe cogbined,METEORrLISP
language, we include a pregram for Wang 8. algorithm for- pnoving
theorems in the propositional calculus. This algorithm is’ described
on pages 44-45 of the LISP manual (31), and a LISP program -for the al-
gorithm appears on pages 48-50. Figure 3 below contains 'the complete
METEOR program for the algorlthm, including“dgfinitions of four
small auxiliary’ LISP;functipns used within the MKTEOR program.

In addition, the figure contains a>trace”of“th6“program as it
proves the theoremfgiven»after the first line cdhxdﬁﬁfhgi"(THEOREM)"
The other lines give the theorems that. are provencby the algorithm as
steps in the proof of this theorem. This‘ME&EOR.program compares
quite favorably in both size and understandahility tdo the one given in
the LISP manual, and to'the one COMIT program’which I have seen which
performs the Wang algarithm '
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Definition of WARG in METROR

DEFINE(C(

(WANG C(LAMBDA (X) (METEOR (QUOTE (
(TP ((»P THERREW))

(x (SSISARREW $2 ® ((Kﬂ*}

(A2 CARREE $ CFN MAINCON NBT)) ARW (3

»

(A3 (S ARRDW S CFN MAINCEN AND) S0 CCFN AR CEM
(oK 123 (PN ARGONE (9K 33). mmm
123 CPI ARGTED (2K 3)) 599))

(83 CCFN MAINCBN AND) $ ARROT)  ((PX AM*(‘ 1
FX ARGTES (oK 1)) 2 3)

) CFN ARGTED (KX 3)))

0
.
¥ 1
2 90
(B2 CCFN MMINCON 19T) $ ARROW) <za<mam($1 ;

))(

; TEP)
(8% (S CPN MLINCEN GR) S ARRDW © 1(}'" AR« 'Aﬁ

(oK 1 CFIARGENE (3K 2)) 3 A.5)). CFNMA
1 CPN ARGTED (oK 2)) 3 A 51D

(AS CARRGY S CFN MUINCON INPLIES)) . CCEN mmt <
3 12 CANARGTN® CK 3))) <

(BS (S CFN MAINCEN INPLIES) $ ARROYW £ uﬂw Aﬂ

(ﬁ
’K,3
(R

WANG (o 1 CFN ARG mmz»nsx& <gcgg
PR B8 B Aoy R e
WANG (K 1mm¢%m ng c&*mnu
K ) ) (A WANG (4K ' CEN ARGTWE: <o DT 2
36 (S CPU DN RIS S INEe & CPIAe (P
WNG (5K CPN ARGONE (2K 2)) :mgmm éx 4]
3% 5)) CPN WANG (oK 1.3 & 5 (FN ARGONE. (K 2
) (PN ARGTES (4K 2))))%) : >
CFAILIRE 78> (%)) 4 EHD)
); X))) : . ,
)

. “1 g ctio . f0v4
| oerinecc Lo -
(MATNON. ( LAMBDA (WS eonucoun

(AN (LW Nu;!i)(m ¢

» X Y) .(COND £X ¥) €T NILY)))

(ARGONE £IAMBDA (X} (%?sucmn X))
(ARGTHO (U\MBDA oy (usﬂuoam xr.)n

)) ~

: b mce of ; Proof by WANG

‘J CTHEGREM).

(HEOREN
| (A ARROY mwues CAND P a) (EQUIV P Q)))
(THEGREM)
§ (A ) P Q) ARRQY (EQUIV P Q))
» ] (vEOREM).
(A P'Q ARRON (EQUIV P QH
) 1 (THEGEM) ;
) I (A P Q P ARROW m
1 (THEORM) -
f(AP qw«m E) ;
( THECGREM)'' :
((NOT-B)- Aanm gmmes (AD P Q) (muw P Q)))

)y
"s (upues umn P Y (EQUIV r qn;
" ; m klnow B (Etmw p qn

((EQ CON (CMR QS)UCONS(LISTU‘AR WS))(CDR Ws)))

4 C(OR A (NOT s)) ARROW mm.les CANu P Q) (quv P Q)))
AN CARRSW S (PN MINCON BR)) (1 ’., (ni mb& m 3) :




CHAPTER IV:

The STUDENT system consisgts-of ‘two .main. subprograms, called -
STUDENT and REMEMBER. - The: program called REMEMBER-accepts and pro-.
cesses statements which contain global imformation;: that is, in- ..
formation which is not specific ito-any one story problem. We shall:
discuss the processing and . information 'storage.techniques used
in REMEMBER in the mext chapter. A listing-of the global .informa-
tion .given to the STUDENT system may-be found in Appendix C.

In this chapter, we shall describe the techniques embedded in .
the STUDENT progranm which are used to transform .an English statement -
of an algebra stery problem to expressiomns ‘inithe STUDENT deductive
model. - By implication we are -also defimning the gubset of English

which is. 'understood" by the STUDENT program: A more explicit des=-... -0
cription of this :inmput :language is given at the end of the chapter. ..

A. Outline of the Operation of STUDENT.

To provide perspective by which to view the detailed heuristic
techniques used in -the STUDENT program; we shall. first give .an out-
line of the operation of the STUDENT program when given a problem to-
solve. This outline is a verbal description of the flow chart of
the program found in Appendix A.- o i ’

STUDENT is asked to .solve a particular probiem. We asgume that:

all necessary globsl information has been stored previously. STUDENT
will now transform the English input statement 'of this problem into ..
expressions in its limited deductive model,  and: through :appropriate
deductive procedures attempt to find a solution. More specifically,

STUDENT finds the kernel sentences of the input discourse, and trans-
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forms this sequence of kernels into a set of gimult#meous equations,
keeping a list of the answers required, a list of the units involved

in the problem (e.g. dollars, pounds) and a list of all the variables
(simple ‘names) in the equations. Then ‘STUDENT inveokeés the ‘SOLVE program
to solve this set of equations for the dasired wnknowis. 'If a solu-
tion is found, STUDENT prints the values of the unknowns requested in

a fixed format, substituting in ''(variable IS wvalde)' ' the appropiiate

phrases for variable and value. If a solution cannot be found,

various heuristics are used to identify two wariables (i.e. find two
slightly different phrases that refer to the samé object in the model).
If two variables, A and B, are identified, the equation A = B is- added
to the set of equations. In addition,:the ‘store of 'global- information

is searched to find any equations that may be useful in finding the solu-
tion to this problem. STUDENT prints out sry assumptions it makes about
the identity of two variables, and also-any equations that it retrieves
because it thinks they may be relevant. 7If the use of global equa-

tions or equations from identifications leads.to 'a ‘selution, the an-

swers are printed out in the format described above.

If a solution was not found, and certailn idioms are present in
the problem (a result of a definitional transformation used in the
generation of the problem), a substitution 'is'mdde “for each of these.
idioms in turn and ‘the transformation and ‘solution process is re-
peated. If the substitutions for these idioms do : not enable the prob- "
lem to be solved by STUDENT, then STUDENT ‘requests additiomal informa-
tion from the questioner, showing him the variables being used in the
problem. If any information is given, STUDENT tries to golve the prob-
lem again. I1f none is given, it reports its - tnability to solve this
problem and'terminates. I1f the probLemfis'%Ve:'éblvhd,~the'solution
is printed ‘and the program terminates. '
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B. Categories of Uords in a Transforga;ion;:

The words and -phrases (strings of“norde) in the English 1nput
can be classified into three distinct categories on the basis of how |
they are handled in the transformation to. the deductive model.v The
first category consists of strinss of . words which name,objects 1n the
model; I callrsuch strings,:variabieefz Variablegmare 1denti£ieduop1y
by the string of‘words”inbthem, and if two strings differ at all,,they
define distinct variables, ' One 1mportant problemjc9n§idered below

is how to determine when two_ distinct variables refer to the same ob- 5

ject.

The second class of wordcﬂand,phrapes are‘yhatlI call "subetitufi
tors". Each substitutor‘nay‘be‘replaced hy another string. Some.suh-
stitutions are mandatory;»fothers are optional and are only made if the
problem cannot be solved w1thout such substitutions. An example of
a mandatory substitution is "2 times" for the word, "twlce". "Tw1ce"l
always means "2 times" in the context of the model, and therefore this
substitution is mandatory.: One optional "idiomatic" substitution is
"twice the sum of the length and width of the rectangle" for "the peri-
meter of the rectangle'". The use of these substitutions in the trans-
formation process is discussed below. These substitutions are inverses

of definitional transformations as defined'inhghapter_ilfr

Hembers of the third class of words indicate the _presence, of .
functional 11nguistic forms which Tepresent functions in the deductive t
model. I call members of this third class gperators”,v Operators -
may indicate operations which are complex conhinations of the basic
functions of the deductive model. One simple operator is the word
"plus'", which indicates that the objecgeﬂga@gdqyxithe:gyo‘variables
surrounding it are to be added. An example of a more cqmplex operator
is the phrase "percent less than", as. in "10 percent less.than the
marked price’, whlch indicates that the numher immediately preceding
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the "percent" is to be subtracted- from 100, ‘this -result divided by 100,
and then this quotient multiplied by the variable follow1ng the "than".

Operators may be classified according t6 where their arguments
are found. A prefix operator,‘such as "the square of. .. precedes
its  argument. An operator like "..i.;pércent““is a suffix operator,
and follows its argument. Infix operators such as ".....plus....."
or "..;..lese‘tﬁan...;."'appear betweéen their two' arguments. “In a
split prefix operator such as “difference between.;...and.....",
pegt of the operator precedes, and part appears between the two
arguments. ''The sum of.....and ..... and....." is a split prefix

operator with an indefinite number of arguments.

Some words may act as operators'conaitionhlly,'aepending'on
their context. For example, "of" ie equivalent to ‘e imes" 1if there
is a fraction immediately preceding it; ‘e. g., 5 of the profit" is
equivalent to ".5 times the profit" ' however, "Queen of England"
does not imply a multiplicative relatiouship between tﬁe Queen and

her c0untry.

C. Transformational Procedures.

Let us now consider in detail the transformation procedure used
by STUDENT, and see how these diffetent categories ‘of phrases interact.
To make the process more concrete, let us consiﬂer the following example
which has been solved by STUDENT I A ) .

N

(THE PROBLEM T0 BE SOLVED IS)

(IF THE NUMBER OF CUSTOMERS TOM GETS IS IWICE THE SQUARE

20° PER CERT OF THE NUMBER OF mnmnmmms zhm HE'
' NOMBER OF ‘ADVERTTSEMENTS HE RONS IS 45, WHAT 1S THE NOMBER

OF CUSTOMERS TOM GETS Q.)
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Shown below are copies of actual printout from the STUDENT pro-
gram, illustrating stages in the transformstion and the solution of the
problem. The parentheses are an artifact “of the LISP programming lan-’

guage, and "Q " is a replacement for the question mark not avsilable

on the key punch.

The first stage in the transformation is to perform all manda-
tory substitutions. In this problem only the three phrases underlined
(by the author, ‘not the program) are substitutors: "twice becomes
"2 times', "per cent" becomes the single word "percent", ‘and ‘square

of'" is truncated to "square" o Having made these substitutions, STUDENT

prints:

(WITH MANDATORY SUBSTITUTIONS THE PROBLEM IS)

(IF mmznor CUSTOMERS mczrs 182 mms ‘THE SQUARE

20 PRECENT 0F TE mnx OF Abvsn TSRMENTS ‘m: mms “AND mz
' NUMBEE OF ADVERTTSEMENTS HE xmds is 45 WHAT 18 mz Nw:asn

orcusm"‘micmsq) - s

From dictionary entries for each word, ‘the words in the problem

are tagged by their function in terms of the transformation process,

and STUDENT printS'iy o

(WITH WORDS TAGGED. BY FUNCTION, THE 1 18)

t¥L

© (IF THE WAMBER (OF /m)mmwem /' VERB) IS
2 (TIMES / OP 1) THE (SQUARE / GF 1) 20 (PERCENT / OP 2)(OF/OP)
THE NUMBER (OF / OP) ADVERTISEMENTS (HE / PRO) RUNS, AND THE
. NUMBER. (OF -/ ‘OP) ADVERTISRMENTS ‘(HE -/ ‘PRO) RUNS' IS 45,
(WHAT: /. GWORD) IS THE NUMBER (OF '/ OP¥ CUSTOMERS -
TOM (GETS / VERB) (QMARK / DLM))
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If a word has a tag, or tags, the word followed by "/" followed by
the tags, becomes a single unit, and is enclosed in parentheses. Some
typical taggings are shown above. "(OF/OP)" indicates that "OF" is

an operator and other taggings show that "GETS" is a verb "TIMES"

is an operator of level 1 (operator levels will be explained below),
"SQUARE" is an operator of level 1, "PERCENT" is an operator of level
2, "HE" is a pronoun, "WHAT" is a question word, and "QMARK" (replac-k
ing Q.) is a delimiter of a sentence. These tagged words will play
the principal role in the remaining transformation to the set of

equations implicit in this problem statement.‘

The next stage in the transformation is to break the input sen=-
tences into "kernel sentences'. As in the example, a problem may
be stated using sentences of great gnmumatical complexity, however,
the final stage of the transformation is only defined on a set of
kernel sentences. The simplification to kernel sentences as done in
STUDENT depends on the recursive use of format matching.i If ‘an in-
put sentence is of the form HIF" followed by a substring, followad by
a comma, a question word and a second substring (i.e. it matches the
METEOR left half "(IF $ , ($1/ QWORD( $)" ) then the first substring
(between the IF and the comma) is made an independent sentence, and
everything following the comma is made into a second sentence. In
the example, this means that the input is resolved into the fol-

lowing two sentences, (where tags are omitted for the sake of brevity)

"The number of customers Tom gets is 2 times the
square 20 percent of the number of advertisements
he runs, and the number of ‘advertisements he runs
is 45." and "What is the number of customers Tom gets?"

This last procedure effectively resolves a ‘problem into declara-

tive assumptions and a question sentence. A secont:complexity resolved
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by STUDENT is illustrated in the fifdt seatende g enfs pafr. A-6o-
ordinate ‘Sentenceé consisting 6f twd sénténces joinsd "By “a “Comma - fm-
mediately ‘followed by an "and® (ilel ddy séttefice’ ﬁdfehing ‘the
METEOR 'left haif *(§, AND §)" ) wiil ‘be rédsived ints’ theie “two 'in-" "
dependent “déntences. The first enteﬁce ibov fi éﬁer&fdre tesolved

:‘ N TS5 S il

intd’ two §imp1et sentences

GBIy

Using thése two inverse ‘syntactic transformations, this prob- =~
lem statement 1s resolved " 1nt6’"dthpf§”ﬁérﬁel déntdﬁééa. fé?“fﬁé R
example, m'[ prtnt§ SRR T AR R RS L BREE PR

"(THE 'SIMPLE SENTENCES ARE) =~ 1 o7l #7 v+

(THE NUMBER (OF /OP) CUSTOMERS TOM (GETS / VERB) Is ~~~ '~ °°
2 (TIMES /OP 1) THE (SQUARE / OP 1) 20 (rsncm'r / OP 2)

(OF */ ‘OF) 'THE ‘NOMBER (cr ;“dr) XDVERTTS “ (ms / md)

RU’NS (im f mm , SADLT LRI R [P

ST

 CTHE NUMBER (0!‘/0?) mmmrsm*/?w; mms m 45
3 (mm fmm), SRRt e GEotans

(AT / QUORD) TS THE SOMBEX (OF / OF) ‘COSTOMENS TOM
'"(GE'rs ivm) (M Gy m), SCEFSERE & ;

Each simple sentence 18 a separate 1list, '{.&. is énclosed "It paren-
theses, and each ends with a delimiter ‘(s perfod oY ‘qiestion Hark). Y
Each of these sentences can now be transforihed diredtly td 1ty foter-
pretation in the model.
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.The transformation from the gimple kgrnel. gsqntences to equa-
tions uses three levels of precedence for operatoxs,, Qperators of
higher grecedénce level are used eafliqr’inmghe ,t,z;an;ﬁarmatipn. ;.Bg-,,
fore. utilizing the .operators, STngl 1qolgs for unguistic ﬁorms
-associated with the equality relation. These formg inglude the Qopulav
"is" and transitive verbs in certain contexts. In the example we are
considgring, only the copula "is" ig uged.to indicate equality, The
use of transitive verbs s indicaters, of-equalicy, that 19, ge rela-
tional lir;guistic forms, will be diséussed in coméqug;Qn.}%&@:gﬁnqtber
example. When the relational linguistic form is identified, thek
names which are the arguments of the form are broken down into
variables and operators (functional, linguistic. .forms). .In the present
problem, the two names are those on \either side of the "is" in each

sentence. o e Ny

gt hllg gnt;him a];ggbra

story problems as an auxiliary verb (not Wi.nq qu&u,cy) An such

The word "1.8" may 4180 I;e qsed meanj‘_,d

verbal phrases as '"is multiplied by" or "is divided by". A special
check is made for.the. ~occurrencs -of these phrases hefere praceeding

on to the main transformation procedure. The transfermgtien of sen-
tences containing these special verbal phrases will Be discussed later.
If "is" does not appear as anp auxilisryim such a.verhal phrase, a
sentence of the form "Pl is P2" is int;exp agwigp‘l}eating -the
equality of the objects named by phrases Pl and P2. No equality

relation will be recognized within these phrases, even if an appro-
priate transitive verb occurs within either of them. 1If P1* and

P2% represent the srithmetic transformations of Pl apd P2, then "P1
is P2" is trgns_ﬁgtngéd into tbe‘,,&qqgﬁipnj oo

"(EQUAL Pl* P2%)",
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The transformation of Pl and P2 to give'them s interpretation
in the model is performed recursively using a program equivalent to
the table in Figure 4. : This table shows iir“fhéﬂoperators and for-

mats currently recogniZed by the STUDENT pr am. New operators can _‘ ¥

easily be added to the program equivalent o£ thig table.

In performing the transformation of a phrase P, a left to ,
right search is made ﬁor an operator of levgl %i(indicated by sub- Hll¥<
scripts of "OP" and 2) If there is none, a:.leftto right search is::-v
made for a level 1 operator (indicated by subséripts "OP" and 1), )
and f1na11y another left ‘to right searéﬂﬂigtm@,éﬁfor an operator of
1eve1 0 (indicated .by -a subecript "OP" and:mo: ﬁuuerlcal subscript).

The first operator found in this ordered déafth'determines the first"
step in the transformation of the phrasg ﬁi’f\is ogerator and its con-vzﬁ
text are transformed a8. indicated in co;aug 4 ;19..the table. If no
operator is present; delimiters and‘ ertit¢les”

leted, and the phrase is.treated as an indi#&sgbke entity, a variable. .

y;an and the) are de--

In the example, the first simple sentence is

(THE NUMBER (OF/OF) COSTOMERS TON “(CETS /VERS) IS
2 (TDMES fOP 1)- Iﬁz“fsvﬁaxﬂlorﬁf)*20=(?Eﬂczhr/br 2)
(OF /0P) THE NUMBER: ¢OF/OP) AnvaTISEM!NTS a
" (HE/PRO)- RUNS *(PERIOD/DIM)) - o

This is of the form "Pl is P2", and is transformed to (EQUAL P1%* P2%).
Pl is "(THE NUMBER (OF/OP) CUSTOMERS ‘1OM’ (CETS/VERE))") The occur-
rence of the verb "gets'" is ignored because of the presence of the
"is" in the sentence, meaning "equals". The only operator found

is "(OF/OP)". From the table we see that if "OF" is tmmediately pre-
ceded by a number (not the word "number") it is treated as if it

were the infix "TIMES". In this case, however, "OF" is not preceded
by a number; the subscript OP, indigating that "OF" is am operator, is
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Operatar - . . Pregsiempe .. Qontest . s Lurs T Interpritmtion: in the Model

EE
¥
~N N

PLUSS

O N O © b O

Level

2 PRI R o clel CRBEPINEZS. 0 o (e)
PLPLUSS P2. . . . .. (FRUS PI% rg-) : e
n m rz ‘ (vws n* om m)) (c)
Pl MINUSS P2 (PLUS P1* (MINUS P2%)) m
v ‘Pll’mn CE (mm’w’ :
P1 DIVEY P2 (QUOTIENT P1# m) .
sqmrr Pl T (b PR 2 ‘ @)
‘PLBQUARED - . ¢ U (RERE PRI oo
SRR BRI *(qg}rpgz');’ o
Pl LRSSTHAN P2 “_(rwsrz* g P
prEkx g2 7 T Y qOoTIRRE PIM (R P2)%) (® (O
Ll mER R T DO (R Wi (1 MYy S
.71 K PERCRNT. P2 . ... . : (PA(R/MOGY:PRIR: .o . -Af) L@
. MkFEmEss ez (PI((100-K)/100) P2t (O (&)
mnmnmn (mnt(mrzmr:)t)
e Pr AR T U (onee o pWy

N O

DIFFERENCE o e GR BESERN .., (PG P (NOWS 229)) -

or

(a)
(®)

@
(o)

(€3]
o

v.luau-ht S . - Sy

rl n‘ ) ‘ &
0 - . 3 lan T ¥ ; f,;,-:em_‘" Mifﬂf TR
Pl OF P2 (rl OF P2)*

If P1 is & phrase, Pl-* 1&1::-:.5; 1;:l intcrpr-tation i.|'l’ %ﬂ;o -;dcl.

FLUSS and KUBNS exe (dentieal. to S AP MIUPE arepe: Aoe Feomsience level.
Vhan. two- possible comtexts. are:indicated, they ar shecked ia the order shown.
SQUARE Pl-and SIM Pl are: Adiomatic-shogxtenings of -SQUANK.OF 1 and SUM OF P1.

* outside s parenthesiszed =preesion Andicates that the: yenlgeed phrase is
to be transformed.

/ ood - imply. mc, :nu h'ltu&d crmpcu Wuu o mtt@wto-u‘

Figure 4: Operatois Recognized by STUDENT




stripped away,: and the: transforihaticn process: is wepexted: oxithe'’
phrase with YOF'" o longer -astirg: as: sh opsvatoti : Ibthis deputisi-nr °
tion, no operatore sxre £bund, and EI®: de the varkable =n0° bioy sigoia s

sk ARUOHEY eotuoaps edl coe bapeutl 3l
(num OF. CUSTOMERS, M(GW R R s
vk iELpED adid o3 Lumsctaniot s sl Lol

To the right of "IS" in the sentence is P2:
e uf) AgARGE L POADRE TAUNN)
(2 (mn:s/or 1) :mn(smmns/or 1) 20 (PERCENT/OP 2) (or/or)
THE . NGMBER: (BF/OF)- mmsm{wm (mmn
Suloewng whd fuald Lnnluv e Bl ood el PEAGYIZ Prw Yol
. The: £1r&t operagor. foumd! in: P2 1sh PERCENT; : s operatbr ¢filewel :
2. From the takle in Figure 4, we: see thatothds ”&tl'ltbr’ has. thezeffect
of dividieg the mumber: imhediately;precedisg it dy(100s- The! TPEROENT™::
is.zemoved and the trsgeformation:is: t-pp-m o theu remsindag: pheyade. 2
In the exsmple, the- "...20 (szaﬂ(or/o!wraxy bécomed TLUTZ I
Y. J2000€0F/OR) .. i oMazl i oo aull o teg wes Belostdy aroiinon dmod
Continuing the transformation, the operators found are, in
order, TIMES, SQUARE, OF and OF:’:Eedl. /28 héndledvasiduficidted in
the table. The "OF" in the context "... .2000 (OF/OP) THE ...."
is treated as.aun.infix TIMES, whilé at tHésMiKer  H60GErdAteidf "OF",
the operator mirking: {a: rm“.%%”ﬁﬁ%!ﬂgamfm3éxpres-

sien for P2 "u._» Coo ey G RREW *AEM)
; T y B LTI S Y},ﬁ"‘ f“!

ANy

(TIME 2 (EXPT (TIMES .2 (NUMBER OF ADVERTISEMENTS
(ME/APRQ) RUNS) )i 2) PidMOT2UD 30 ANEMNT THD)

The transformation of the second sentence of the example is
done in-a similar manner;-and. ytel'da ‘checequstioms (o . ui - ynarno i o
TS cEp o tieerd B LW AT rp}:;( R {)*1 :-:S;,.f ‘;;‘{’ f’:aﬁ ,;}“;.:5:;;

- (BQUAL (mm OF (ADVEATISEMEANTS (HE/PRO) RASS) 435) al
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The third sentence is of the form "What is P12'". It starts with
a question word and:is therefore treated specially. A unique wvatiable,
a single word consisting of an X of G followed by five tntegers,
is created, and the equation (EQUAL Xnnnnn P1%) is stored. For this
example, the variable X00001 . wasg: created, and this' laét simple sen-

tence is transformed to the equation:

(EQUAL X00001 (NUMBER OF CUSTOMERS TOM (GETS/VERB))
In- addition, the created: wariable 1is: placed on ' the!1igt of variables
for which STUDENT is to find a value. Also, this vériable is stored,
paired with Pl,:the. untranaformed: right side; for:twe in printing out
the apswer. If a value is found: fer: this. variabld,:STEDENT prints the
sentence: (Pl is value) with the appropriate substitution for value.
Below we- show. the full:set bof:equations:; and:the:priated solution given
by STUDENT for the éxample: belng: congideéred.: Por- ease in solution, the-
last equations created are put first in the list’'of equatioms.

(THE EQUATIONS TO::BE SOLVED:ARE)

{EQUAL -X00001 . (NUMBER .OF : CUSTOMERS - 0M ¢GETS /VERB)))
(EQUAL. (NIMBER OF :ADVERTISEMENYS -(HE/PRO) :RONS)45)

(EQUAL (NUMBER OF CUSTOMERS TOM (GETS/VERB)) (TIMES 2 (EXPT
(TIMES .2000 (NUMBER OF ADVERTISEMENTS (HE/PRO) RUNS)) 2)))

Saten - e PETE S LT It S

(THE NUMBER OF CUSTOMERS TOM GETS I16-162) -

In the example just shown, the equality relation was: indicated by the
copula "is". 1In the problem shown below, solved by STUDENT, equality
1s indicated by the occurrence of & transieive véfd in the proper context.
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(THE PROBLEM TO BE SOLVED IS) . L Lt g
(TOM HAS TWICE AS MANY FISH AS MARY HAS GUPPIES. IF MARY HAS
3 GUPPIES, WHAT IS THE NUMBER OF EISH. IOM HAS Q.)

(THE EQUATIONS TO BE SOLVED ARE) .

(EQUAL‘. xooool (ﬁmmsn OF FISH![OM (}y\s,mw)) - _
(EQUAL (NUMBER OF GUPEIES (MARY/PERSON). (HAS/VERB)) 3). .

(EQUAL (NUMBER OF FISH TOM (HAS/VERB)) LTIMES 2. (NIMBER OF
GUPPIES (MARY/PERSON) (HAS/VERB)))) :

(THE NUMBER OF FISH TOM HAS IS 6)

REE Ty

The verb in this case is "has". The simple”sentence "Mary'hash3
gupples" is transformed to the ' equ1va1ent" sentence "The number of
guppies Mary has is 3" and the processing of this latter sentence is

done as previously discussed.

The general format for this type of sentence, and the format
of the intermediate sentence to whlch it is transformed is best ex-
pressed by the follow1ng METEOR rule o o

2ol

(* ($($1/VERB) ($1/NUMBER) sv)’(’m;m@gk oF' 4 ‘11'2ii\sv 3) 49 -

This rule may be read: anything (a subject)yfollowed’b;\a'werb;fol-‘?
lowed by a number followed by anyth1ng (the unlt) is transformed to

a sentence startlng with "THE NUMBER OF" followed by the un1t, fol-
lowed by the subject and the verb, followed by "IS" and then the
number. In "Mary has 3 guppies" the subject is "Hary",‘the verb "has"

and the units "guppies". Similarly, the sentence "The witches of
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Firth brew 3 magic potions" would be trankfofmed to =~

Dadb Ty U DhivdihE AR THAM T T LA G W

"Thé fbwbét of magic potiohs the ‘witiéifes 6f ‘Firth brew is 3."
In addition to a declaration of number, ‘a siitgle-object tran-

sitive verb may be uaed in a comparative atructure, such as exhibited

The HETBOR:rnii“ﬁhiEh‘éiéﬁiitﬁefifiec ve Erani
type 6f sentence structure 4g: ¢ VT i

(* ($ ($1/VERB) § AS MANY $ AS § (ilmn) 3

(THE NUHBER OF 6 1 2 Is 3 TBE NUHBER OF 10 8 9) %)
For the example, the transformedAaentence ia: ‘

"The number of fiah Tom has ia twice the number of guppiea:
" Mary has?

Transformation of new sentence formata to formats previously
"understood" by the program can be easily added to the program, thus “
extending the subset of English "understood" oy STUDENT In the proj
cessing that actually takes place within STUDENT the intermediate o
aentences shown never exist. It was eaaier to go directly to the
model from the format, utilizing aubroutinea previoualy defined in

terms of the semantics of the model.

The word "is" indicates equality only if it is not used as
an auxiliary. The example below ahows how verbal phraaes containing
"is", such as "is multiglied by",}and “ia increaaed by" are handled

in the tranaformation.‘
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(THE PROBLEM TO BE SOLVED rs} _‘
(A NUMBER I3 MULPIPLIED BY 6. -m*:ﬁmm-rxs n;cnusxnmru..
Ut THISTREBULT I8 68 . DD THE 'WOMBER C:)

(THE EQUATIONS TO BE SOLVED mg) RS
(EQUAL X00001 (NUMBER)) :
 (BQUAL (PLUS' (TS (MMDER) 6) 44) 68)

(THE NUMBER IS 4)

The sentence "A number is multiplied by 6" only indicates that
two objects in the model are related muitiplicatively, und does ﬂot
indicate expli¢itly any eéquality relation. ~The ‘interpretation of
this sentence in the model is the prefix uotution product‘ h

(TIMES (NUMBER) 6)

This latter phrase is stored in a temporary location f£6r- possible

later reférence: In this- problem, it ia referencéd in the’ ﬁext sen-
tence, with the phrase’ "TATS PRODUCT". ‘The important word in this last
phrase is “PHIS" — STUBENT ignores all other words’ in a variable con-
taining the key word -"THIS". The 'lastf"!:emporarﬂy-stdred phrase is
substituted for the phidse containing "PHIS". 'Thus, the first three
sentences in the problem shown above yield only ‘one equation, after
two substitutions for "this" phrases. The last sentence "Find the
number.*” is transformed as if it were “What is the numbet Q."

and yields the first equation showm. et

The word "this" may occur in a context where it is not

referring to a-previcusly stored phrase. Below is an example of

such. a corntext. ' S arnk
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(THE PROBLEM TO BE SOLVED 1IS) .
. (THE PRICE OF A BADIO IS»691]0’£QL&QRS rlg THIS PRICE IS
15 PERCENT LESS THAN THE MARKED PRICE, FIND THE MARKED PRICE.)

(THE EQUATIONS TO BE SOLVED. ARE)

(EQUAL X00001 (MARKED PRICE)):" G L
(EQUAL (PRIGE OF. RADIO): (m ,81-59 CHAWD PRICE)))
(EQUAL (PRICE OF RADIO) (TIMES 69.70 (DOLLARS)))

foEw

PRI

(THE MARKED PRICE IS 82 DOLLARS)

In such contexts, ’thg,phrase,containing@?1ﬂ1§¥ ig-.replaced by the:left
half of the“1ast,equationﬂereated.,vIn,thisfgxgppge» STUDENT breaks

the last sentence into two.simple sentences, deleting the "IF".. Them
the phrase "THIS PRICE" is replaced by the variable "PRICE OF RADIO",
which is the left half of the previous equatioma: . -

This probplem illustrates two, aother features of -the STUDENT pro-
gram. The first is.the action of the cowplex operater 'percest less.
than". It causes the number immediately preceding it, i.e., 15,
to be subtracted from 100, this. result divided;by 160, to give .85
(printed as ,8499 due to a rounding error -in floating:point conversion) .
Then this operator becomes the infix operatox “TIMES". . This is in-:
dicatedwin the table in Figure4 .

This problem also illustrates how units such as "dollars" are
handled by the STUDENT prograﬁ. Any wozxd .which. immediately follows a
number is labeled as a special type of variable called a unit. A
number followed by a unit is treated in :the equation .as a product of
the number and the unit, e.g.,'69.70 DOLLARS'..becomes '(TIMES
69.70 (DOLLARS))". Units are treated as special variables in. solving
the set of equations; a unit may appear in the answer though other

variables cannot. If the value for a variable found by the solver is

66




the product of a number and a unit, STUDENT concatenates the number
and the unit. For example, the solution for "(MARKED PRICE)" in
the problem above was (TIMES 82 (DOLLARS)) and STUDENT 'pfiht‘ed out ¢

(THE MARKED PRICE IS 82 DOLLARS)

There is an exception to the fact that any urut may appear in

the answer, as illustrated in the problem below.

(THE PROBLEM TO BE SOLVED IS)
(IF 1 SPAN EQUALS 9 INGHES, AMND:l FATHOM EQUALS 6 FEET,
HOW MANY SPANS EQUALS 1 FATHOM Q.)

(THE EQUATIONS TO BE SOLVED ARE)

(EQUAL X00001 (TIMES l(FATHOHs)))

(EQUAL (TIMES ICEATHOHS)) (TIMES 6 (FEET)))
, (EQUAL (TIMES 1 (SPANS)) (TIHES 9 (IRCHES)))

THE EQUATIONS WERE INSUFFICIENT TO FIND A SOLUTION

(USING THE FOLLOWING KNOWN RELATIONSHIPS)
((EQUAL (TIMES 1 (YARDS)) (TIMES 3 (FEET))) (EQUAL (TIMES 1
(FEET)) (TIMES 12 (INCHES))))

(1 FATHOM IS 8 SPANS)
If the unit of the answer is specified, in this problem by the phrase
"how many spans'' — then only that unit, in this problem '"spans",
may appear in the answer. Without this restrictien, STURBENT would -

blithely answer this problem with "( 1 FATHOM IS 1 FATHOM)'.

In the transformation from the English statement of the problem
to the equations, "9 INCHES" became (TIMES 9 (INCHES)). However,
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"1 FATHOM" became "(TIMES 1 (FATHOMS))". The plural form for fathom
has been used instead of the singular form. . S;UDEHT,always uses the .
plural form if known, to emsure that all unlta .Appear in only one‘:f
form. Since '"fathom" and "fathoms' are different, if both were used
STUDENT would treat them as distlncg,,en;el%gegtug;§§tﬁ;¥9e plural

form is part of the global inforneclon that cen be nade‘evailable
| to STUDENT, and the plural form of a word is sub%tituted for any
singular form appearing after,"l" in .any ghrase. ?Ineninveree opera-

tion is carried out for correct printout of the solution.

Notice that the! infanmatian gtven in theﬁpnobUGM*was inSufficient
to allow solution of the set of equations to be aolved Tﬁerefore,
STUDENT looked in its glossary for information concerning each of the
units in this set of equations. If”found ﬁhe relationéhipw”l foot
equals 12 inches.' and "1 yard equals 3 feet." ﬂsing only the first
fact, and the equat1on it implies, Sfﬂﬂﬁﬂf is then éﬁfe €o solve the
problem. Thus, ‘in certain cases where ; anBlem fb nOt analxtic,
in the sense that it does not contain, explicltly stated, all the
information needed for its solution, STﬂﬂENf s dﬁle to “drav ‘on a
body of facts, picking out relevant ones, and use them to obtain a

ST . Ny

solutlon,v

In certain problems, the transformation process does not yield
a set of solvable equations. However, withifthi#isét of equations
there exists a pair of variables (or more than one pair) such that
the two varisbles are:only "slightly differemt' ;:snd: reslly name the
same object im the model. When a set of “equations ‘is unselvable, ~ =
STUDENT 'searches for relevant global equstions. Enmraddition; tt - ..
uses several heurifitic techaiqueé for ldeutifyirg twe “glightly 17
different" variables in the equations. The problem below illustrates
the “identification of two wariables where:in omé¢ reariable :a pronoun
has been :substituted for a noun plirase in:the sthér variable. .This : -




identifjcation is made by checking,all,vgrggplgq ggpearing,ksggggfone
containing the pronoun, and finding.oge which i,sq:ljﬂggt;cal tao this. ...
pronoun phrase, with a.sybstitution of a agring gf apy-length for- ...y

the pronoun.

(THE PROBLEM TO BE sowgn &S};
: 05 J,ogz,} nALF OF THE

._§P§E‘.,,1 ) VD IS
L . foil 1234 Y ! 5 ¢ i by Vit ‘ "‘L G U!E-‘-

(THE EQUATIONS TO BE SOLVED ARE)

(EQUAL X00001 (NUMBER:-OR-SGLDIESRSCTTREP/¥AUY  (RAVE/VERB)))
. (EQUAL {NUMBER OP M(MWWM\?&W)) ?000) '

(EQUAL (mnnjg OF somiixé:h’g STA m(&‘m ‘“‘)) (mms .5000
 (HONBERSOF ONS'‘CEENUTIO) TRAVAPVERK)IF)C ) 1o

((faﬁ'

x .,;.

THE EQUATIONS WERE, TNSVER1G)

CASSTRETNG, TRAT), . |
(e e Sovtkns” thumd Wil &

(NUMBER OF SOLDIERS RUSSIANS (mv:/vxn)))

BN THLMOTY AT OH SITWOLIOY HH L

o (THE m:k of sqmmsé HEY, § ﬁui 155‘5&5

If two variables match in this fashion, STUDENT assumes the two
{TAUT ‘)V M
variables aze gqual,, PEAnts oyt s statmenc gf chia gas

skt eal E!;Q“’ as
shown, and'adds an equation expressing thxs qu*kﬁ&yiigmgggﬂget
to be 301V¢dJ ”Th6486&ﬁﬁioﬁipfdd&duﬂéﬁiiﬂtﬁlﬂdiiaalﬁ,ﬂﬂlﬁﬁﬁﬁﬁis
additional equzéiggi fnﬂtigae;ampie, tﬁg ﬁﬁifc%éﬁa%éegﬁfiiéﬁ was

sufficient to allow determination of the solution.
4 Pl ZUOTIAS S
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' ‘The. example below s again a "non-analytie" problem. The first
set of equations developed by STUDENT 1s unsolvablé. ‘Thérefore,
STUDENT tries to find some relevant ‘equations in’ its store of glo-

bal information.

~ (THE PROBLEM TO BE SOLVED 18) = PN
(THE GAS éonsmcn 'OF ‘MY GAR ;g 15 S PER LLoN.

 THE DYSYANCE B ko “BOSTON AND ‘MW YORK 1S 25e TLES .
WHAT IS THE NOMBER OF GALLONS OF ' ‘
BETWEEN NEW YORK AND BOSTON Q.)

~ (THE EQUATTIONS TO BE SOLVED ARE)::

. (EQUAL X00001. (NUMBER-OF-GALLONS OF GAS:USED ON TRIP
. BETWEEN NEW YORK AND Bosmu))

" (EQUAL (DISTANGE BEWWEEN. BOSTON:-4ND. NEW 'zom (ms
250(MILES)))

(EQUAL (GAS CONSUMPTION QF MY CAR) (QUOTIENT (mms
15 (MTLES)) (TIMES' 1’ (GALLONS)Y))"

THE EQUATIONS WERE INSUFFICIENT T PIND A“SOLUTION

(USING THE Foubwmd KNOWN RELATIONSHIPS)
((EQUAL (msm TIMES (SPEED) (TIME) EQUAL (DISTANCE)
(TIMES (GXS" wnbgmny {NDMBER‘OF GAL f};@(w "GAS USED))))

(ASSUMING THAT)
((DISTANCE) IS EQUAL TO (DISTANCE BETWEEN BOSTON AND NEW
~ YORK)) :

(ASSUMING 'fHAT)
" ((GAS CONSUMPTION) IS EQUAL m (GAS coﬁsm'non or MY CAR))

* (ASSUMING THATY
- ((NUMBER QF GALLONS -OF GAS: uszn) I8 EQUAL 0 (mman OF
GALLONS OF GAS USED ON TRIP BETWEEN NEW YORK.AND BOSTON))

(THE NUMBER OF GALLONS OF GAS USED ON A TRIP BETWEEN
NEW YORK AND BOSTON IS 16.66 GALLONS)

It uses the first word of each variable string as a key to its
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glossary... The ome exception to this rule is that.the werds ''number

of" are ignored if they are the first two:woxds-ef a.wariable string, !

Thus, in this problem, STUDENT.retrieved equations.which were stored -
under the key words.digtance, - M, £88,.and.miles, Two. facts .-
about distancgjhadxbeenhatdiééxgarlicggg,?dis;apcghegua;s speed times
time" and. "distance equals gas. consumption times oymber of gallons . .
of gas used". The equations implicit in these sentences, were stored. .
and retrieved now — as possibly useful for the solution of this

problem. 1In fact, only the second is relevant.

Before any attempt.is made to. solwe this:avgmented set of

equations, the variabies:in;she‘augmgp;gdwgg;bggeqmqtgped,zto identi-

fy "slightly different!' ,variables which:refer ko the same object in.
the model. In this example "(DISTANCE)",''(GAS: GONSUMBTION)" and.
""(NUMBER OF GALLONS OF GAS USED)", are all.identified with "similar" -
variables. The following conditions must be satisfied for this type

of identification of variables Plsgndqvggu S TN S SR T

'."‘m)

1) Pl must eppear 1ater in the ﬁnmblem thgn P2.

2) Pl is completely cortainéd’ th Pi‘in“tﬁe“éénSé“that Pl
is a contiguous substring within P2.

This identification reflects.a syﬂ,&;tiaphéaomgnqwﬂére a
truncated phrase, with ope.or more.mdisﬁyingmtmm“drqppeés is
often used in place of the original phrase. For eXamﬁie, 1f the phrase
"the length of a rectangle" has ‘oecurred;’ thé phrage athe:‘length"
may be used to mean the same thing. This type of identiflcatlon is

distinct from that made using pronoun substitution, =

In the example above, a stored schema was used by identifying
the variables in the schema with the variables tha? occur in the prob-

lem. Thls problem is solvable because the key phrases "dlstance

Ygas consumptlon" ‘and "number of gallons of gas used" accur as
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substrings ofttkeﬂviflableé in the problem. 'Sifice” STUDENT identi-

fiee eath: geleric key phredée of ‘the’ sthenid with® a¥ pattitular-vari<’ "
able of: the problem; awy schema can’ be tsed #KIy onee in"a problem.
Because STUDENT handlek schema:in th:l‘&:ﬁa@%nﬁtunnot e
solve problems in which a' telationship’ sach” as’ ¥distanke equals” =

speed times time' isnéeded: fo" two: diTT%r%h& valuet of distéance’’

speed; and timé. - " 7 U shEesips wdT LT ey
g e ¢ i i Py
3 IEMA 1 ! of

E. Possible Idiomatic Substitutions.

There are soie phrases’iwhich have a dualichéd@éter; depending
on the context. ‘1a'the"ekample beleos; the phrase Mperimeter of-a '’
rectangle” becomes a viriable:with ndvreferenéevto its medning, or
definition; 1in Cétms. ofIehe length andwidth of%ﬁh&«“réééangle.‘

This definition is uaneededtfor solation. i3l 7AD T 2L i o mo =

4

(THE PROBLEM TO BE SOLVED-¥S)“ IR el o
(THE SUM OF THE PERIMETER OF A n:cmnncmx Aun IBE szxuxrxn

OF A TRIANGLE IS 24 INCHES. IF THE PERIMETER OF THE RECTANGLE
IS THICE- THE-PERINEYER OF !an»inzanu:n waRT! 1s THE

‘Pm 0! m M+Q ) Adaiames ziow (D

PpiTarT Lie T

(THE EQUATIONS TO BE SOLVED ARE)
'(EQUAL-X00001 : (PERIMRYER OF “TRYANGEE)) : ' S

- (BQUAL" (rzxzuxi:x,or nnc!nnenn§ etmnss g erxnznnrﬁn or

.. TRIANGEE))). e a o sonin

.. (EQUAL .(PLUS LEER Tan or xxczAncng) grxg;uxrsnfop TRIANGLE))
rruss 24 (:ncazs

e

(mg Pmmmk OFmETRIANG,LE “Igf;éc‘.} _.:_,-f\},-) HEER

P v PRI ,
S T EESTE

However, tﬁe following problem is stat;ed fn te;ﬁs of the peri- '
meter, length and width of the rectangle. Tr;tfgsf)grming the English into

RN 54 b
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| t;ns '23'%5"62“;‘5,:?}:§tg’f§ & INCHES WiDTH o
HE LENG | ‘

OF ‘THE RECVANGLE ‘. 'ONE 'HALF: OF 'THE PER ﬁuigiu;usgi;gil!c1iuctt '

IS 18 INCHES . FIND THE LENGTH AND THE Wl 1u OF THE nzcrAueg;

. [N TOHIE fe 3 R

(THE EQUATIONS TO BE SOLVED ARE)
(EQUAL G02516 (WIDTH OF RECTANGLE))
(EQUAL G02515 (LENGTH))

(EQUAL (TIMES ;.sooo (PERIMETER o RECTANGLE)) (rlu:s 1s (lncues))) B

e

) f(EQUAL (LENGTH OF RECTANGLE) (PLUS (TIHES . (lmﬁ‘” (Hlﬂﬂt '
OF REGTANGAED)) Liintuat sy oo

THE EQUATIONS WERE INSUFFICIENT TO FIND A soLntiou 4y

(USING THE FOLLOWING KNOWN RELATIONSHIPS) =~
(CEQUAL. (TLMES: 3 CFEET)) (TIWES 12 (IMCHES)))) " .

(ASSUMING THAT) . . e e e ]
((LGcfz) lgAEQUlL 70 (LENGTH OF RECTANGLE))

THE EQUATIONS WERE INSUFFICIENT‘TD FIND A’ tdtuttod

TRYING POSSIBLE JDIDHS o

(THE PROBLEM WITH AN IDIOMATIC SUBSTUTION 15)
(THE LENGTH OF A RECTANGLE IS 8 INCHES MORE THAN “TME WiDTH

OF THE RECTANGLE . ONE HALF OF TWICE THE SUM OF THE LENGTH
AND WIDTH OF THE RECTANGLE 1S 18 INCHES . Foua THE LENGTH AND
THE WIDTH oF rus necTAunLE ) Lo -

7

T ey

(THE EQUATIONS TO BE SOLVED ARE)
(EQUAL 602518 (NIDTH QF RECTANGLE))
(EQUAL 602517 (LENGTH))

(EQUAL (TIMES (TIMES .5000 2) (PLUS (LENGTH) (WIDTH OF RECTANGLE)))

(TIMES 18 (INCHES)))

(EQUAL (LENGTH.OF -RECTANGLE) (PLUS (TIMES 8- (INCHES)): 4ﬂﬂ)ﬂl
OF RECTANGLE)))

T et T

THE EQUATIONS WERE INSUFFICLENT TO.FUND A SOLOTLOM: > ..o i ¢

(USING THE FOLLQWING KMNOWN RELATIONSHIPS) - it S
(CEQUAL (‘NMES (FEET)) (TIHES 12 (IHCHES))))

(ASSUMING THAT)
(CLENGTH) . IS ‘EQUAL TO (LENGTH: OF RECTANGLE)) -

(THE LENGTH IS 13 INCHES)
(THE WIDTH OF THE RECTANGLE IS § INCHES)
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equations is not sufficient for solution.; Neither retrleving and us-
ing an equationxgheut "xnehesﬂ -the unit Ln the ;roblemf nor identl-
fying "length" with a longer phrase serve to ‘make the problem sol-
vable. Therefore, STUDENT looks in its dictionary of possible idioms,
and finds one which it can try in the problem.‘ STUDENT actually

had two possible idiomatic substitutions which it could have made

for ' perlmeter of a rectangle"'“ one was in terms of the length and
width of"the rectangle and the other wasiin terms of the shortest and
longest sides of the rectangle. When there are two possiblé~3ubst1tu-
tions for a given phrase, one is tried first, namely the one STUDENT
has been told about most recently. In this problem, the correct one
was fortunately first. If‘the;oﬁher had been first, the~revised '
problem would not have been any more salvable than F&Eyﬁfisina;;‘

and eventually the secqnqwgcgrrecg)_sybstitgtion_would have ;

been made. Only one non-mandatory idiomatic substitution is ever
made at one time, although the substitution is made” for all occur-

. S e
N

rences of the phrase chosen. .

In this problem, the idiomatic substitution made allows the
problem to be solved, after identification of the variables "1ength"
and "length of rectangle". The retrieved equation about inches was
not needed. However, its presence in the set of equations “to be

solved did not sidetrack the solver in any way.

This use of:possible, but non-mandatory idiomatic substitutions
can also be used to give STUDENT a way to solve probleﬁswin.which two
phrases denoting one particular‘variable‘are°qu£te different. For
~example, the phrase, "students who passed,the a&mitaions test" and

"successful candidates" might be describing the same set of people.
However, since STUDENT knows:nothing of the-"real vofld" and its -
value system for success, it would never identiﬁy‘thesevtwo:phrases.

However, if told that'"successful candidatesf‘sometime'meansv"students
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who passed the admissions test", it woild be ablé t6‘301ve a problem
using these two phrases to identify the dine Vdrfable ” mHes|" pos-'

sible 1d1omat1c substitutions serve the dual purpose of providing ten-

ggggg

BETICIE T S5 3‘::{’,’;

mous phrases

F. Special Heuristics.

The methods thus far discussed have been applicable to the
entire range of algebra problems. However, for special {lasses of
problems, additional heuristics may be used which are needed for
members of the cldss, but not ‘applicable to other problems. TR
example is the cldss’ of age problems, a8’ typiff@d‘by ‘the prdblem

Gr e pewal suaan owed v ST g

below.

(THE PROBLEM TO BE SOLVED 18) "~ = ~ =~ = = 5%
{BELL S“EAE!ﬂﬂkiilnuﬂﬁiIHiinﬁHdeﬁhiﬂﬂin&:llﬁx.stAEHERu 20
YEARS FROM NOW BILL S FATHER na mtnss AS OLD AS BILL. .,
'THE’ShM ’THEIR AGES ts ¥ 3

""" it '3\.‘ CAE R
,,,,,, sl gy

(EQUAL X00001 ((BILL / PE?SON) S AFE}

byt

# G % G

(EQUAL (PLUS ((BILL / PERSQN )‘sﬁ FA s/funcLE
/' PERSON) 5 ‘AGE) (PLUS ‘{ §é§5§§§5“ §§§§’, )y
S AGE) ((BILL / PERSON) S AGE))) 92) S

(EQUAL (PLUS ((BILL / PERSON) S (FATHER / PERSON) S AGE) 2)
(TIMES 3 (PLUS ((BILL / PERSON) S 7,mg)) -

(BILL S AGE IS 8) e

Before the age problem heurlstlcs are used, 8 problem must be
1dent1f1ed as belonging to that class of problems.;EWQQngI,igep;1f1es
age problems by any occurrence of one of.the follog;ng,phrase&aj"as old.
as", ''years old" and "a ge" Thls 1dentificetion is made immediately

after all words are 1ooked up in the dictlonary and tagged by function.
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After the special heyristics are used the modified problem is trans-
formed to equations as described previcusly, .

The need for apecial pethpdahfor;age problems 3Fi§e°,beF§“39 _
of the conventions used for denoting the variables, all of nhighlare;
ages. The word age is usually not used explicitly, but is implicit

in such phrases as "as old as'". People's names are used where their
ages are really the implicit variables. In the example, for instance,

the phrase "Bill's father - uncle" is uped inatead of the phrase

"Bill's father:s‘unglexg age".e,b

STUDENT uses a special heuriatic to make all these ages ex-::
plicit. Tq do this,_it must knpw whieh mords are_"person words" and
therefore, may be associated with an age. For this problem STUDENT
has been told that Bill, father, and 2&2&2 are person words. They
can be seen tagged as such in the equatigns.. The.". waollowing a
word is ‘tHe BIEHIBIE’nﬁptaientaﬁiunufanupbﬂﬂildive, uaed inbtéad of
"apostrophe -'é" for proqxamming convenienee h~u;

"S AGE" after every person word not followed by a "s" (because this

HY 1nsexts a

"S" indicates that the person word is‘heing used in a poaaessive
sense, not as an independent age variable) i&hua, as indicated
the phigase "BILL & Fafii 5 mtquz:' 'mms hms WCLE 5
AGE"

o

In addition to charging pk¥ases‘namin§’pédpié to onée;naming
ages, STUDENT makes certain special idiomatic substitutions. For
the phrase ''their ages", STUDENT substitutes & confunction of.all
the age variables encountered in the problem. In the example, for
"THEIK ‘AGES™ STUDERT substitutes "BILL' S FATHER '§' UNCLE S AGE AND
BILL' S FATHER S AGE AND HIil's AGﬁ" * he phraeea'“as o1d as" and
"years ola" are’ ‘theti deleted as dummy phrasea not having any meaning,
and "will be" and "wae"’are changed to "16“ There is no need to'
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preserve the tense of the copula,'aigqq;theqqerregggﬁthe future or
past tense’ is préﬂ“ervéﬂ {n ﬁuéﬁ prefix"pﬂr‘tb a‘s%“‘? years #rom now",

r "3 years ago

U gL TTmATI

the phrases "in 2 years"‘ "5 years ago an P "now" y
{7 a4 S

years from now is transformed to "'in 2 years" before processing.

These three time phrases may occur imediate];y ;gitgr tho md Mage",

(e.giy "Bill's age 3 years ago") orx st mmtnm wf the gentence.
If a time phrase occurs at the beginning of the é%ﬁ@éﬁcé~'&t'implic—
itly modifies all ages mentioned in the sentence, except those
followed by their own time phrase. For examﬁfe,‘fs“li?f;'\i‘ §e§%“:’3111's
father's age will be 3 times Bill's age" is equivalent to '"Bill's
father's age in 2 years witl be 3 timés “BLYI*s age #n 2 Yéars™’ How-
ever, "3 years ago. Hary"s age wis "2 't ek Ann"'é dige ‘dow™ ‘1s “équivalént
to "Mary's ‘dge 3 yéars ago was 2 timies ‘Ann*# age now. Thus prefix
time phrdses are handled by dtéti-’i;but’ft‘& thedi ove)r ali ages‘ hot s
modified by 'another time phrase. =~ “7itielirs sd olu o

“After ‘thesé prefix phrases Nave ‘been distiibuted. each time
phrasé is translated appropriately. THe ‘Phidsé *in '§ yéars' calises ** "
5 to be ‘added ‘td ‘the ‘age it foYlows, “and 7 years &§é" catses T PO T
to be subtracted from the age preceding this phfase. *The vmrd “now" ’

N SR P

is deletéd, ~ .7 oo mEe ol amod

RERE-FTSETIVES cTU R I ST : e

Only the special heuristiés described: thus fer were mecéssary to
solve the first age problem. The second age problem, given below,
requires one additional heuristic not previously mentioned. This
is a substitution for the phrase "was when" which §f Cively des -
couples the two facts ‘Combined it the “Ffray ‘FedCenéd. < For "was *
when", STUDENT ‘subdt ttutes “wad K yeafd ago . K yuirb‘ﬁgb" Whére
K is a new variable creéted for thtf’ﬁ%?b&ﬁe. sataaion s5 o Godone vt

s o o pEe il -u REEIRS OSBRI "{'1 IR
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(THE PROBLEM TO BE SOLVED IS) » '
(MARY IS TWICE AS QLD AS ANN WAS WHEN ngnx WAS AS OLD AS ANN
IS NOW . IF MARY IS 24 YEARS OLD, HOW OLD IS ANN Q )

(THE EQUATIONS TO BE SOLVED ARE)
(EQUAL x00008 ((ANN / PERSON) S AGE))
(EQUAL (( MARY / PERSON) s AGE) 24)

'(EQUAL (PLUS ((MARY / PERSON) s AGE) (MINUS (xoooo7))) ((ANNV
/ PERSON) S AGE)) ~

* CEQUAL ((MARY / PERSON) S AGE) (TIMES 2 (PLUS ((ANN /[ PERSON)
S AGR) (MINUS (X00007))))) :

(ANN S AGE Is 18)

In the example, the first sentence becomes the two sentences:
"Mary is twice as old as Ann X00007 years ago. X000Q7 years ago
Mary was as old as Ann is now." ;Ihege?tgpaggcurrgnqeq,of time
phrases are handled as discyssed previously, Similarly the phrase

"will be when" would be transformed to "in K vears . In K years'.

These decoupling heuristics are useful not only for the STUDENT
program but for people trying to solve age problems. 7ihe classic age
problem about Mary and Ann, given above, took an MIT graduate student
over 5 minutes to solve because he did nQ; know thig heuristic. With
the heuristic he was able to set ﬁp the appropriate equations much
more rapidly. As a crude measure of STUDENT's relative speed, note

that STUDENT took less than one minute to .solve this problem.

B

G. When All Else Fails. _ - L
For all the problems discussed thus far, STUDENT was able to

find a solution eventually. In some casesﬁipowevexwupeggssagygglo-
bal information is missing from its store of information, or vari-

ables which name the same object cannot be identified by the heuris-

78




tics of the program. Whenever STUDENT canmot find a solution for any
reason, it turns to the questiomer for help. - Asbig;;he-p;obkem,A.
below, it prints out "(BQ YOU KNOW ANY MORE RELATIONSHIPS BETWEEN
THESE VARIABLES)" fellowed by:-a list ofithe wariables :in;the problem.
The questioner can answer "yes'" or "no". If he says "yes'",

STUDENT -says "IELL ME", and the questigner c¢an append another sen-
tence to the statement of ‘the problem.

(m ‘PROBLEM TO BE SOLVED. IS) , L
(THE GROSS WEIGHT OF A SHIP IS 20000 TONS . IF ITS NET
WEIGHT IS 150060 TONS , “wmu: Is° 'rmz wnmwor 'rﬁz snzrs
CARGO Q). . - - P v ‘

THE EQUATIONS WERE INSUFFICIENT TO FIND A SOLUTION

BT

TRYING POSSIBLE IDIGi!S,
(DO YOU KNOW ANY MORE marmﬁsms AH)RG ‘THESE VARIABLES)
(GROSS WEIGHT OF SBIP) TS SRR

(TONS) :

(ITS NET WEIGHT) R
(WEIGHT OF SHIPS CARGO)

w3
T

yes
TELL ME

(the weight of a ships cargo is the difference between
the gross weight and the net welght)

E EQUATIONS WERE INSUFFICIENT TO FIHB A SOLUTION

(ASSUMING THAT)
((NET WEIGHT) IS EQUAL TO (ITS NET WEIGHT))

(ASSUMING THAT)
((GROSS WEIGHT) IS EQUAL TO (GROSS WEIGHT OF SHIP))

(THE WEIGHT OF THE SHIPS CARGO IS 5000 TONS)
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In this problem, the additional Hnformation typed in:(in lover -
case letters) wés sufficient to solve theé preblem. If it/ wad not,. -
the question wodld Be repested ‘wiitil the'@Juistionier satd 'mo%; or
provides suffficient -tnformatior ‘for solutfom of the proBlem. . sy o

" ¥In''the problém below; the ‘selutidnite thésétof equa-7": =
tions involves solving a quadratic:squétidgn; which s béyond the-
mathematical ability of the present STUDENT system. Note tﬁat in
this case STUDENT reports that the equations were unsolvable, not
-~ simply insufficient for solution.™: Sm iti@l uq&dltszid{litional
informatien from &;her quest;iemr.i In t;he exqpp Eé, tﬁg ;gétl}.&ner says
"no", and STUDENT states that "I CANT SOLVE THIS PROBLEM" .and terminates.

(THE PROBLEM TO BE SOLVED IS)
(THE SQUARE OF THE DIFFEREN JWEEN. THE NIMBER OF
APPLES AND THE NUMBER OF ORANGES ON THE TABLE IS EQUAL
TO 9 . IF THE NUMBER OF APPLES IS 7 , FIND THE NUMBER
. OF ORANGES.. QW THE: TABEE ) CE oy oul
(THE xqm-r:ons TO BE sowxg Aﬂ)w f
(EQUAL G02515 (NUMBER OF ORANGES oN TABLE))
(EQUAL (NUMBER OF APPLES) 7) -. . . .. .

(EQUAL (EXPT (PLUS ( . QF. APPLE&) (nmus (NUMBER
OF onmcns ON TABLE))) 2) 9)

UNABLE TO SOLVE THI1IS SET OF EQUATIONS

TRYING. POSSIBLE. IDJZQMS e

g

(DO YOU KNOW ANY K)RE RELATIWSHIPS Amnc mESE
VARTABLEB) = VTR UTIUIGr Snly Ty A

(NUMBER OF APPLES)

(NIHBER OF ORANGES ON '].‘ABL‘E)
ROl oy aun 2

I CANT SOLVE THIS PROBLEM
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H. Summary.of the: T Sk of ; .
The subset.of English-understandable; by STUDE&T is built

around a core of,sentence.and‘phrase;fgrmatu, yhdeh;ggn be-trangigrmed;

into expressions in the STUPENT dedugtive.model.. .On this basic . .

core is built a larger set of formats. Each of these are first .txamns~

formed into a string built on formats in this basic set and then this
string is transformed inte an expression.in the deductive model, . For
example,; the format (§ IS:EQUAL TO.§) is.changed to the basic fox-.

mat ($ IS-$), and the phrase "IS CONSECUTIVE T is .ghanged to . =
"IS 1 PLUS". The.constructions discussed garlier inyolvingﬁsingle
object transitive vexbs could have been handled this way, though ... .

for programming convenience they were.mot.. .« ... ... « i o S

The complete list of the basic formats.accepted by the present
STUDENT system can be determimed. by exawinipg.-(in..the pregram-list- .
ing in the Appendix) the rules from the one labeled OPFORM to the one
labeled QSET. The MEYEOR rules of the STUDENT ‘ftrogram’precfsely
specify the acceptable formats, and their transiatgpns4tovthe model,

but I shall try to summarlze the basic and extended formats here.

v“\ F s

Imp11c1t1y assumed in the syntax is that any operator appears only
within one of the contexts specified in the ‘table’ givéfr id Bhapter II,
and only the operators given in the table appear. The listing of
STUDENT starting at the rule labeled IDIOMS glves translations of
additonal operators to those in the table._‘;

AR RS A
[ SRR

The basic linguistic form which is transformed 1nto an
equatlon is one containlng is" as a copula.i The phrases» 1s equal
to" and "equals" are both changed to the copnlav"ls"“i The»
auxiliary verbal constructions Mg multiplied by", "is d1v1ded by"
and "is 1ncreased by" are also acceptable as prlncipal verbs in a‘
sentence. As discussed in deta11 earlier, a sentence with no ‘ N

e ?"'

occurrence of "isg' can have as a main verb a transitive verb immedi-
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ately followed by a number. This number mudt bé an:element of the
phrase which is the direct object of the verb, as i "Mary‘has

three guppies'. This type of transitive verb can also have a compera-:
tive strueture as direct- object; e.g.,“Hery ‘has twice as many

uh i SR

guppies ‘as Tom has fish". ' : j e L

"This eompletes the repertoire of ‘déclarative sentence formats.
Any numbeir of declarative sentences may bé conjéined, with ";and"
between each pair, to form a new (complex) declarativé sentence.
A declarative sentence (even a complex declarative):ican be made
a presuppesition ' for a question by preceding~it ﬁith "IF" and fol-

lowing it with a comma and the question.”

Questions, that is, requests for information from STUDENT, will
be understood if they match any of the- patterns°‘J‘

(WHAT ARE,$ AND.§) (WHAT is $).

2 (FIND ‘$ AND ‘%) (PIND $) '~
(oW MANY $ DO $ HAVE) | (HOW MANY $ DOES $ HAVE)

(HOW MANY $1 IS §)

This completes the summary of the set of input formats present-
ly understood by STUDENT. This set can be enlarged in two distinct
ways. One is to enlarge the set of basic formats, using standard
subroutines to aid in defining, for each new basic format, its inter-
pretation in the deductive model. The othet method of extending the
range of STUDENT input is to define transformations from new input
formats to previously understood basxc or extension formats. In the
next chapter we discuss how this latter type of extension can be
performed at run time, using the STUDENT global information storage
facility. A combination of English and MET!OR elementary pattern
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elements can be used to define-the inpet format and transfermation. - "~

Even if a story problem-is:stated within-tbe guybset :0f English
acceptable to STUDENT, thig is.net & guarantee that. this problem can
be solved by STUDENT (assuyming:it to be selwahle)s . Two phrases des< .-
cribing :the object muat :be at worst .only "slightly different" by -
the criteris prescribed earlier:. Appropriate global information. - -
must be available to .STUDENT, and the algebra fnvolved.smust not exs . ..
ceed -the abilitlies of the solver. However, though moet algebra story ..
problems found im the.stapdard texts camnet be-salved by STUBENT exactly
as written, the author ‘has usually.been.ahle to"£ind some paraphrase - i
of almost all such problems, which is.selvahle by .STUDENE. : Appendix D: -
contains a fair sample of the range of problems that can be handled
by the STUDENT system.. .- ..., .. =0 i urede oo

. The-technigues presented. in this cheptenr axe gemeral and cam’ . -
be used to enable a computer program &g iaccept -and widératand & :
fairly extensive subset of English for a fixed semantic base. How+

ever, the current STUDENT system is experimental and has a number of
limitations . : : P B B T TP

STUDENT's interpretation of the imput.:i# based on.format .= .. "7
matching. - 1f each format is used to express the meaning understood - ..
by STUDENT, no misimterpretation will occur. . Howevdy, these formats =
occur. in English discourse even in algebrs story prboblems, in semantic::.
‘mats. For example, a sentence matching the format "(§ , AND §)"
is always: interpreted by SHIDENT e the tonjunction iof tvo: deciarative
statements. - Therefoxe, the eentence ''Fom has:2: thB»ibuumwﬁ a1
4 pears.! would be .ipegrrectly divided into the taeil'Eantences!: '



"Tom has 2 apples, 3 bananas." and "4 pears.":

"Each of the operator words showri-in Figure 4 must be used as
an operator in the context as showa or -a misimterpretation will
result. For examplé, the phrase "the ‘number of ‘tfmes T went to
the movies" which should be interpteted ‘as a vatidble string will be
interpreted incorrectly as the proddct of the two vériables "mumber of"
and "I went to the movies", ‘bécause “times" is alwsys considered to
be an operator. Similarly, in the currert implesientation of -STUDENT,
Yof" is comsidered to be an operator if it is'precedeéd by any number.
However, the phrase "2 of the boys who passed” ‘will be misinterpreted
as the product of "2" and “the boys who passed". = A o

These examples obviously do not constitute a éomplete list of
misinterpretations and errors STUDENT will make, but it should give
the reader an idea of limitations on the STUDENT subset of English.
In principle, all of these restrictions €ould be removed. However,
removing ;some of them would require -only minor changes-to the program,
while others would require techuniques not wsed An €he ‘current
system. SR T I T L

For example, to correct the error in interpreting "2 of the
boys who passed', one can simply check to see if the number before the
"of" is less than 1, and if 'so; only then Intie¥pret “of" ds am’
operator. '‘times’.  However, a much more ‘sophisticated grammar and
parsing program would be necessary to distinguish different occur-
rences of the format '($, AND $)', and correctly extract simpler sen-
tences from complex coordinate and sibbedinate senterces. '

Because of limitations of the sort described’ above, and the

fact that the STUDENT system currently occupies’ almowt ati of the
computer memory, STUDENT serves principally as -a demonstration of ~
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the power of the techniques utilized in its construction. However,
I believe that on a larger computer one could use these techniques
to construct a system of practical value which would communicate
well with people in English over the limited range of material

understood by the program.

85



_CHAPTER V: STORAGE OF GLOBAL, INFORMATION .

This algebra problem-solying system contains two programs ...
which process English ihput. One is the problem thus far discussed,
STUDENT, which accepts the statement of an algebr§ stéry préblem and
attempts to find the solution to the particular problem. STUDENT does
not store any information, nor "remember" anything from problem to
problem. The information obtained by STUDENT is the local context
of the question.

The other program is called REMEMBER and it processes and stores
facts not specific to any one problem. These facts make up STUDENT's
store of "global information" as opposed to "local information"
specific to the problem. This information is accepted in a subset of
English which overlaps but is different from the subset of English
accepted by STUDENT. REMEMBER accepts statements in certain fixed
formats, and for each format the information is stored in a way that
makes it convenient for retrieval and use within the STUDENT program.
Some information is stored by actually adding METEOR rules to the
STUDENT program, and other information is stored on property lists

 of individual words, which are unique atoms in the LISP system.

The following are the formats currently understood by REMEMBER,
and the processing and information storage techniques used for

each one:

1. Format: Pl EQUALS P2. : o
Example: DISTANCE EQUALS SPEED TIMES TIME
. Processing: The sentence is transformed into an equation in
the same way it is done in STUDENT. This equation is stored on the
property lists of the atoms which are the first words in each
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variable. 1In the example, the equation .-

"(EQUAL (DISTANCE) (TIMES (SPEED) -(TIME)))" ' -

is stored on the property lists of "DISTANCE", “ﬁ?nﬁﬂ"*énd "TIME".
If any one of these words appears as the initial word of“a variabIe

in a problem, and gIobaI equations are needed to solve ‘this problem,

this equation will be ‘retrieved.’

2.  Format: Pl IS AN OPERAIOR OF vant K
Example: TIHES IS AN’ OPERATGR OF ‘LEVEL 1
Processing: A dictionary entry ‘for P1 {8 creatéd, with sub-

scripts of OP éﬁd K. For IEHES the dicffonary entry (TTHES / OP I)%rg;

is created. The dictlonary entry for any word is placed on the
property list of that word (atom), and Y& retrieved and used in

place of any occurrence of that word in a problem.'“:

3. Format: Pl IS AN OPERATOR

Example: OF IS AN OPERATOR

Processing: A dictionary erntry ia created for Pl with ‘the sub-
script OP. The entry for OF 18" (OFIU?) B o

4.  Format: riirs*A P2

Exdmple: BILL IS A PERSON

Processing' A dictionary entry is created’ for PI with sub-
. scriptvPZ The entry for BILL is (BILL/PERSON)

5. Format: Pl IS THE PLURAL OF P2’

Example: FEET IS THE PLUBAL OF FOOT

ProceSSing°z ‘P2 1s stored on the property list “of Pl, after -
the flag SING; the ‘word Pl is’ dtored“oﬁ the property list of B2
after the flag PLURAL. Thus FEET is stored after PLURAL on ‘the

87




property list of the atom FOOT.

6.  Format: Pl SOMETIMES MEANS P2

Example: TWO NUMBERS SOMETIMES MEANS ONE NUMBER AND THE
OTHER NUMBER.

Processing: The STUDENT program 1s modlfied 80 that an ldlomatlc.

substitution of P2 for P1 will be made in a problem if it is other—
wise unsolvable. All such "possible 1d10matic substltutlons are
tried when necessary, with the last one entered being the flrst one
tried. The STUDENT program ie mgd%tied Bxﬁtge gdg;t;qn qf qur new
METEOR rules. Since Pl and P2 are iggeﬁgeqjag‘lettgipd right halves
of a METEOR rule, they need not contain only words, but can use the
METEQOR elementary patterns to spec1fy a format change iustead of
just a phrase change. For the example shown, the rules added to the
STUDENT program, as listed in Appendlx B, are the rule 1abe1ed o
02510, the rule folhmw;ngvthat one,fthe rule lebeTed GQZSll and the

rule following it.

7. Format: P1 ALWAYS MEANS P2 ,
Example: ONE HALF ALWAYS MEANS 0 5
Processing: The program STUDENT is modlfied so that if P1

occurs, a mandatory substitution of P2 for Pl will be made in any prob-
lem. The last sentence in this format processed by REMEMBER will

be the first mandatory substitution made. Ihus "one always means ar
followed by "one half always means 0. 5"'w111 cause, the desired sub-
stitutioﬁs to be made; 1f‘these,eentences‘qege:teversed no occurrence
of "one half" would ever be’foun& sinceiitlﬁculd have‘been changed

o "1 half", by mandatory substitution of 1 for one.

For each sentence in this format processed by REMEMBER,_a
new METEOR rule is added to the STUDENT _program, meedlately fol-
lowing the rule named IDIOMS. The format of the METEOR.rule added




is (* (Pl) (P2) IDIOMS) : whe¥e P1 and. i ‘gt r fdgh i e sen-
tence processed. Thus by using a combination of English and METEOR
elementary patterns and reference numbers in Pl and P2, one can add
a new format: of gentenceé to the FTUDENE Fepertolirdi’ For ixemple, the
following ‘statement ‘was proceéssed by REMEMBER “¥o @1 low STUMENI ko0 - ' -
"understand” (prdperly tﬁ%ﬂ%@%&té&&—m éh bt (theé ddafiv verb

G gyl o f s dn oane

was "exCEeds"t TR SN 503 ta haos opd e sy BB

7 N Y L F [ " PR -
catdenphmloosd gyom sl ol beooLnto et

This permanently extended the STUDENT input subset of English,
while avoiding the necesmy of sctusiily editinprund ‘changing the
STUDENT?!‘Gg&'am . "‘f'“"‘(' vl daertnoan et gk TEE b fedal Jany Lriiee

bt

The globel- informetion ‘storfed for FTUDENT ‘rangéd from -dqud- -
tions to format ichuaries to plural foru: - Again, R Ponpueible vge 5
of the'MEYEOR prototype notstion and' the juse 'of Bhé genddBY dige -« '
process¥iig operations' in TISPF Facilitated Programiing of processing; ™ -
storage and retrieval of this wide range Gf iinformst¥od. ' 2Id Appen-=- <+
dix C is a listing of the global informatiow: m«ﬁlymma G 5 TR
the STUDENT system.

e
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This chapter contains a description of the LISP program
used by STUDENT to salve. sets;, of:; mwltm aquations.. "ms'e de~.
finitiona of .the three top: lewgl functions SOLVE,: SOLVER and SOLVEL
are shown in the figure at the end of this chapter. This descrip-~ -
tion of tﬁese functions is essentially independent of a detailed
knowledge of LISR; slthough:occagional parenthetical; comments. will
be directed to the more knowlédgeable.

The top-level . funetion, SOLVE, is a function of three. argu-
ments. One, labeled EQT in the definition of SOLVE, is the set. of
equations to be solved. The argument labeled WANTED in the defini~
tion is a list.of vaxiables whase values axe wanted. : The third
joint from WANTED. - SOIWE will find the value nf any wvariaple which
is wanted in terms, of :amy or.all .of the warishtes. on the list. TERMS.
In use, .the list TEAMG:..is . liet -of unifis, such: as pounds.: or feet,
which may appear . in the answer. e el :

The output of SOLVE is dependent on whether the set of equa-
tions given can be solved for the variables wanted. If no solution
can be found because the solution involves nonlinear processes, SOLVE
returns with the value UNSOLVABLE. If no solution is f0un& because
not enough equations are given, SOLVE returns with the value INSUF-
FICIENT. If however, a solution is found, SOLVE returns with a list
of pairs. The first element of each pair is a variable, either on the
wanted list, or a variable whose value was found while solving for the
desired unknowns. The second element of each pair is an arithmetic ex-
pression (in the prefix notation shown in Figure 2), which contains
only numbers and variables on the list TERMS. Thus, the answer found

90




by SOLVE is an "aasociatian iiﬁt"“éf V%fiaﬁieé’“hﬁﬂﬁtheif“%%iués:

BASHY sesl wdn

in the proper terms.
For example, Iét‘ub'COhsidéf”ghé”éét‘dfiié%eﬂ'sfﬁhffﬁhebug '

equations shown below, and" suppbsb'SUlV!“w@&€ ‘deked to soTve this

set of equations for x and z. These are given in infix notation

for ease of reading. eI

(1) x+w=19 o sy x¥2y =Y

@ x2-c=p e W2
(3) C+3D=6 Ty e
@) 20 -Dp=5 i

“The list TERMS is empty,” and thus the values must ‘a1l be num-' =
bers. 1In this case SOLVE would return with the fist oF pairs'i‘:zw'ﬁ er
"((y, 1)(x, 2)(z, 0))," which indicates that the values x = 2 and
z = 0 satisfy this set of equations’ (bt”thuie membetrs 5t this set
which were use& ‘to determine the vaiués) ‘Thé vaiﬁé y'e 1 w%s C
found during the solving proeess. s b et k

Most of the work of SOLVE is’dbne’by the funeélon SOLVER.
SOLVE transmits to’SOLVER the list of GANTED variablds) the 1ist of '~
TERMS, and a nall aksociétiﬁﬁiiiszi(caii%égAiiS$§&ﬁiéﬁgiswéécﬁr? S
sively bullt up’to’ give the anbwer: 'Thé Valud of SOLVER is this as-' "~
sociation 1list of pairs, with thé ¢ifst’ dldment onSSEKfBaig? S
_being a variable whose value ha8"beén! found. " The’sédod elemert of &
each is an afithmetic expressidn ﬁﬁiéﬁgﬁaﬁIééﬂtﬁinjﬁnyﬁééfiaﬁié g%*}‘i”%‘
on the 1ist TERMS (as' was‘the case for“ﬁﬁ@'&ﬁ!S“df‘kOtV!) However, SR
it may also contain vatiables which afé fifst glembntslof paics
later on the association list. Yf valuds forVatidBiés given by’
later pairs are substituted into Ehféféf{tﬁﬁégféré%ﬁrggsi3ﬁ,ﬂéﬁé
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gets the arithmetic, expression . given by SQLVE gantaining.only. .
variables on the list TERMS. In the example, SOLVER would re- . .
turn with the association list ((y, (4x-7)) (x,2) (z,0)) which

gives y in terms of x, SQLVE makes the ’quitq&;lo,np and . simplifica-

tion on thg asgociation list refuxned bxm ceels

SOLVER is a program which solves for a list of wanted ,
variables. It does this by choosing one of these variables, adding
the others to the list of terms and calling SOLVEL tp salve for this
one variable in ,te};;ns of th,é other wanted varigbles, and Jthe original
TERMS. If SOLVEL succeeds i\n solving for this varisble, SOLVER
pairs this one variable with the expression found, puts.. thi,g pair
on the end of the ALIS, and using this substitution in every equa-

tion it tries to solve, attempts to solve for the remaining wanted
variables. LIE there are no pore, SOLVER is f;,x;.i,ghpd Angd. returns. the

S

association list built Lup., Lo e sas biiow
SOLVEL solves for.a single wapted variable by, finding ap. .
equation containing this variable, after all substitutions of.

values for variables listed on the ALIS have been made. It then . ..

makes a list of all the other variables in the equation, and checks
to see if there are apy not on the liet TERMS.  If so it ealls .
SOLVER. to solve . for,these new vasisbles. in; terms of She vanted
variable and the yagishles.in TERMS; 1If SOLVER ip unsuccessfyl,

SOLVEL tries to, find -apother equation contgining.the wapted.variable,. . ..
and repeats the process, If there.is none, SOLVEl hag the value . . - -

.....

INSUFFICIENT, 1If SOLVER is successful, apd values for these new
variables are found, or if.there were ng ney variables,.SOLVEl .

finally calls SOLVEQ which.jttewnts. te sglve this gquation:for the .

wanted variable. If the equation is linear in this.varisble,
SOLVEQ will be successfyl and give a solytion. SQLVEL:will add
a pair consisting of the wanted variable and;this value to the.end.
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of ALIS, and return with this augmented AEXSuds: its value.  LE
SOLVEQ is unsuceessful,/SOLVE} tries.anétilidblequition, bat.theh £f :o:lw
no solution.ean be:foudnd SOLVEl:retuvis theivalud/UMSOLYABLE! - = .- ')

BN s b eyl opd D pprswd Looowndo g

This description.has been asrather langewinded:attempt to- -7: ' °
explain the(one page af LISR program et itheéend of ;this chapter. «.i.. "~
To make it more-spec¢ific; :let:us donsider wbitmhpppail’iwhdtmnnlf SR
tries to salve Che :set af- equatim %elﬂiiethdlsue (6nes shewn: i; snTDLA
earlier); -~ o ot 0N oo a0 0 = ady o)) 2804 el g omeanen P

R SRR et 3 T A res

LA e w E AR S &5

AL Pk w w9 g (fi)’ by ma s o oL ey
2 x2-c=p (6) L (F 53 By i2.a)g cnir ot
(3) C+3D=5 (7) 4x - y=7
(4). 2C.~ D=5 . . . Fiot sl owencn sl weg w P
Londm oo R e T e s i Fuw oowiions ol
SOLVER is asked to solve for x :and g: . It aske: SOINEL to - Syt
solve for x:in tewms of z. . SOLVEl pheks ssquetion (1), finds that " "
a new variable, W; has appesrsd and asks SOLVER to -solve for w i.©
in terms of x -and z.:: Since there is ubd otliew ocourresce of w in - - "
this set, SOLVER s -snsuccessful and ‘BOIMEL :sbexidois .equation (1),
and goes to equation (2). Here it calls SOLVER ‘to /dolvd fO¥ the ... un
two new variables C and D in terms of x and 2. In this case
SOLVER is successful,. using equat tie (3} and: (4);, but when these’
values are. substituted 4n -equation (2);, 'SOLVEQ} cennot solve for x: /-
because. che’.aqnatiomlit: not: Linear fm oo opn sosoasyosbon eoin T
SOLVEl now abandons equation: (2) and the results it obtained
as subgoals. for.seolving (2) < It finds -an occurtenbe of x - agein . 0"
in (3). Agsin it calls  on:SOLVER, to solve for the mew varipblie . ..ol
Y in terms of x and z. ' SOLVER tries to usie (6} but: SOLVE(Qwannot - =
solve thipiequation for.y.: . ¥sing. (79 SOLVER feturns: with an ALIS
of ((y,(4x - 7))). Using this ALIS, substituting this value for y:
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into (5), SOLVEl..caills -on. SOLVEQ te soive:.thig equation for x,
which it dods, .aud finally:SQEVEl:returns t&8'SOLVER:the ALIS i

((y, (4x - 7)), {x;2)) whith does give‘'the.wdlue Of %x:initerms

of z. Having found x in terms of z, SOLVER will now call SOLVEl
to find the value .of 2.  SOLVEl finds:an oceurrence-ofz in -
equation.(6), and: after sebstitution ef termaidd theALIS; SOEVEQ '
is able.t@(@olve this equation for: z; becsuse it is. tinear in . i
Adding the pair (3,0) teo the-ALIS, SOLVEl reterns it:to:SOLVER,
which passes on this ALIS ((y, (4x - 7)), (x,2), (z,0)) to SOLVE.
SOLVE, using the function SUBORD, which substitutes in order

pairs on an ALIS into .an expression and simpliffes, finally returns
the ALIS ((y,1)(x,2)(z,0)). | :

This example shows the rather tortuous recursions that these
functions use to solve a set of equations. Why should we use this
type of solving program indtead of:a more straightforward matrix
method? - The principal redson is that, .as shown; nenlinesar equations :
may appear in the get.. In this case, if dppropriate values can be
found from other equations which when substituted dntc this .non-
linear equation make it . limear inthe variable .for:which %we winht to
solve, then SOLVE will find the¢ value of this variable. -

The method of operation of :SOLVER vequires that if n wvari-
ables appear in :any equation, and that requation ‘{s .used, then at

least n-1 other independent equations containing these wvariables must = -

be in the set of equations, or the actual mechanics of solving will
not be started. : This .eliminates. much work: if. there wre extraneous
equations in the set which .contain omne oritwo of the wanted variables. -
However, it precludes solving a set of equations: which: is homo~ -
geneous in one unwanted vafriable, and would therefore cancel out

in the solution process.. Thif is.the principal reason why: problems

such as:
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"Spigot A fills a tub in 1 hour, and spigot B in 2

hours. How long do they take together?"

cannot be solved by STUDENT.

This solving subroutine set is an independent package in the
STUDENT program. Therefore, improvements can be made to it without
disturbing the rest of the processing. The routine described
here was designed to handle most of the problems that can be found in

first year algebra texts.
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(SOLVE (SOLVE

(LAMBOA (WANTED EQT TERMS ALIS) (PROG (A B) (umm x rmns ALTS) :me ut,u CDEGHJ) ,
(SETQ A (SOLVER WANTED TERMS ALIS)) (SETQG A EQD) - o
START (COND (SETQ J (qgorz mswncmm) , ¢
({NULL A) (RETURN B)) START (COND Lo
(CWULL (COR A)) (RETURN (CONS (CAR A) 8))) (CnLL Lb RETURN 0
CCATOM A) C(RETURN A))) (SETQ B (CAR A)) 2 .v~
. _(SETQ B (CONS (CONS (CAAR A) (SUBORD (CDAR A) ¢ (SETQ C ( 3“5
COR A))) B)) (sETQ 0 ( 4:))
(SETQ A (COR A)) (coMD o
(G0 START)))) ((MEMBER X 0) uo um
] (SETQ € (3:3@
(SOLVER _ (SETQ A ( A . i
(LAMBDA (WANTED TERMS ALIS) (PROG (A B CD E G H J) (80 START): = Co
(SETQ A WANTED) ON  (SETQ G (CONS'X TERNSI)
(SEYQ J (QUOTE INSUFFICIENT)) (skTQ M “.wg:,” %&%
START (COND (SEYQ EQT SEFEACE » P
(4WULL A) (RETURN J))) (om0 ¢ o« o .
(SEYQ 8 (CAR A)) (EmuLL H) LVER))) CO
($£7Q € (COR A)) (SETQ G (4Pt % AL3S)) -
(SETQ E (SOLVEL B (APPEND C (APPEND D TERMS)) ALIS Ccomg -~ &o ol o
» (CATOM [8) (80 D)) :: .
tcono (SETQ ALLS, 6)© N X
C(ATOM E) (GO ON))) ($trq c < i’ ?x . o
(SETQ M (NCONC D C)) soLveq (8£Tq T
(conp (cowp S B
((WULL H) (RETURN E))) { 3) (30 §)) > g c I
(S£7Q E (SOLVER H TERNS E)) (N (APPERD ALIS f_tlsr £
(CoNd Q@) o oo & o»
((NOT (ATOM E)) (RETURN E))) 0 (COND . =
oM (comd (éh o 3 uuscwnm) (s:‘rn J, em*
((€Q E (QUOTE UNSOLVABLE)) (SETQ J E))) (SETQ QT XAPPEND.E A
(SETQ D (m 8 D)) L0039 =
(SETQ A C anE e B
(a0 surnm e
¢ -
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A. Resultau . R A T OIS (SRR ERINTS FOEZTL CORD ST P O S 3,
The purpose of the research reported here-was- te develep ... .

techniques which facilitate natural language communication with
a computer.- -A semantic theoxy-of:qebesenf.disceursewaa proposed.
as a basis for the design and .understanding.ef .sueh man-machine... . . ..
systems. This theory was only eutlined,;and mugh:additianal werk. . ...::
remains to -be dame. . Hawever, -in its.present rough -farm; the... .
theory served -as a guide for construgtion:of (the STUBBNT .system,
which can gompumicate in a limited subsget of Englishe .- ...

The la,nzuase mlyaia in- smxm.ri‘s -an. 1np1¢emt;anen of the .
analytic portion of this theory. The STUDENE aystem-has a very
narfow semantic base. From the theory it is clear that by utilizing
this knowledge of -the.limited .rangeof meaming :of -the input discourse,
the parsing problem bacomes .greatly simplified, sinee (the .number of ..
linguistic forme that-must be recognized ig very small. . Efa
parsing system wexe based on any small asemantic ;base; this same sim~ . .
plification would occur. --This suggests that -im2.general.language.
processor, some -time might be: spent putting the input.inte.a sm&e
context before going ahead with the syntactic analysis.-.. . - .. .

PP oy RS IE E s FEETEI R SO

The fﬁemantiC«:<base,~;rpf the, snm L-,anwa&e rﬁﬂa,;lfl‘ﬁi.ﬂa;zis delimited: - .
by the characteristics of the problem sqlwing ;syae:ah embedded .in dt. .. .. -
STUDENT is a question-answering system which answers questions posed
in the context :of "algebra story prablems” . In-the :intvoduction,
we used four criteria for ewvaluating seweral questionranewering sys— . .
tems. . Let us compare the STUDENT system to. these otheys in the light

of these c¢riteria.. . ... - e andne oaislBy a7

-
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1) Extent of Understandingy * A1l ‘the6¢]

swering systems discussed analyze input sentence by sentence.

iy ‘question-an-

Although a representation of the meaning of all input sentences

may be placed in some common store, no syntactic connection is ‘! "

ever made bétween séntencés. -
In-the STUDBNT “syster; -‘an aceeptable’inpef is-s sequence of

sentences, “adeh that thége Lgeﬁﬁéﬁéés":?em m and éF !Lt vod by Just

finding ‘the meanirgs of ‘thé individual sénténices| ~ignorig their

local context.- Inte¥-génténcé depéndenciés aidet be determined, and

inter-sentence syntHdtic rélationsHipd mist be'useéd in thisicase for - -

solution of the problem:given: /Phfs “extension of (the oynrastic * -
dimension of understanding is important because such inter-sentence

dependencies (&.gi,the was of pmn@iﬁﬁ) 81 € very’ éaﬁonﬁy tased in-

natural laﬂguage eommarfcation. ia U oroudt wodd
The ‘sémantic model "in the STUDENE systen &s based ‘on one
relat ionship (equal tE¥) “andfivé Mésia Fstthmérte “fanévions. Com- " -

position of -these -func®ions ‘yidldother Pindtione wiviely sre elso ©
expressed -as -indivVideal <l Dageistic fottis In tie bput langusge. >
The input langudge ‘1¢ Ticker 'in epresging “fulict iond €han Lindsay's
or Raphael's system.: THe -Togheal isyis tiéme 'd tdcsded may have more
relationships (predicates) allowable in the 'thput ;i ‘bue do: not allow
any composition of these predicates. The logical combinations
of predicates used “are dnly ‘those expréssed in ﬁﬁhe"iﬂput dg Ioigiclﬂ
combinations (using and; Or; @te.). 70000 SET Lo 2R iUl tue BT '
The deductive system 'in STUDENE, “as n Lindsay's and Raphael's
programg, is degigued -for:thd 'type ‘of questiots to be asked. It

can ‘only deduce answers of @ certain dypélfebm the iupur information, '

that is, arithmetic values satisfying a set of equations.  In per= '~
forming its deductions it is reasonably sophisticated in avoiding
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irrelevant information, as. are:the other -two tgntioned.: : It lacks -
the general: power of a -logical system; but is: much more efficient
in obtaining its particular class .of deductiions: than would be-a .
general deductive system utilizing the axions .of avithmetic. .

v
EARRL

2) Facility for Extending Abilities. - :Extenddémg ‘the :syntactic
abilities of any of the other. gquestibon-amswering systems discussed

would require reprogramming. In the STUDENT system new definitional
transformations can be introduced at run time without any reprogram-
ming. 'The information con¢érningthese -transformations can be in-
put in English; or in & ¢ombination of Engliwie st METEOR, &f :that is
more appropriate. New syntactic transformatiome quueet!be adddd: by .-
extending the program. : FR L o Y

The -semantic base of -the STUDENT systern wan be extended only
by adding new program; as is true af the ather 'gquestien+sanswering . -
systems discussed. . However STUBENT :is. organized .t fdcilitate . . . .-
such extensions, .by.mimimizing 'the idteractians of different parts
of the program. The necessary information need .omly be adddd.to the
program equivalent of the table of operators in Figure 4, in Chap-
ter IV.

~Similarly, the deductive portien of SEUDENT, which solves the -
derived set of equations, is an independent package: ' Therefore, 4.7 1.
new extended solwer can be added to the .system by . just replacing.
the package, and maintaining the input-output characteristics . of

this subroutine.: : . : N A S T

3) Knowledge of Intermal Structure Needed hys.zﬁsgef. . NVery -
little if any internmal knowledge of ‘the worleings of tle STUDENT
system need be known by the user.: He must: have .a ifirm.grasp of the -
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type of problem that ‘STUDENT -can solve,  and a. knowledge -of . the input .-

grammar . o-For ‘exemple;, e muet be aware thdat the same phrase nust::

always be iused to:repreabernt the game varistile 4d e problem, within : .

-d

the limits of similarity defined earliexr. : He must: xealige thet:: ' -

even within these limits STUDENT will not recognize more than one
variation on a phrase. But if the user does forget any of these
facts, he:can still usé the system, for ithe intersction didcussed :

in the mext section allows: lxim to malie :amends: for -almost any mistake.

cren x - it e P R L T cen FENE
ey 32 d Lol P S PRI S SO ~ LA LA

Thiia Lw ¢ i - Vaolaxidiy Al I Tt o

4) - Interaction With the Usex.: The STHRENT system is embedded . ..

in a timemsharing emwiromment (the MIT Pooaject MAC timevshawing .
system (13)),: andthia:greatly facilitates interaction with the .. .-
user. STUDENT differentiates between its failure to:aglwe a. ' : -
problem because of its mathematical limitations and failure from
lack of sufficient -informatioa. It .Ceke of failure ~it -asks the -ulter

for additdiomal infevmetion; aud suggests the naturesof gthe nmeedad . -

informatiom {relationsivips :amoug varidiles of v .ptoblémk: It -
can go :baeck; to the user «repeatedly for stnformatiow antil it has - -
enoughi to sdlve the problém; or until the user :gives up. .-~ . 95

[t S h e s e, - AP PR g . . o e
LA I PR, EEE T R SR FESE Sy i R PR TP FP T Bt S

STUDENT also reports when it does not recognize the format of:
an input sentence. Using this information as a guide, the user is
in a teaching-machine tjpE situation, and; cat quiekly. learn to spéak
STUDENT's -brénd of input Eoglish. . By monitoring «he asqumptions .. .

that STUDENT naskes ‘about the dnput; and theiglobal infosmation:dt . - . -

uses, the user can-etop-the system anmd reword & problem to aveid . .

an unwanted ambiguity, or add new general information to.the ;- -

global information store.
The crucial point imithis user interaction 'is that STUDENT :is

embedded ik a® ion<lime timesharing system;-dnd can thus grovidé more
interaction than any :af :the - other systems mentioned.: .-
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B. Extensions.

The present STUDENT system has reached the maximum size allow-
able in the LISP system on a thirty-two thousand word IBM 7094. There-
fore, very :],;t;_tle can beﬂadde@,d::;z;eg:.g],yfgt‘:‘ the presept system. All
the programming extensions mentioned here are predicated on the

existence of a much larger memory machine,

MWithout inventing any new techniques, I think that the STUDENT
system could be made to understand most of the algebra story prob-
lems that appear in first year high school text books. If new
operators, new combinations. of arithmetic operations occur, they
can easily :he- added to OPFORM, the g,ub:qqt,me, which maps the kernel
English sentences into -equations. The pumber of formats recog-
nizable in the system can be increased without reprogramming
through the machinery. available for storing global information
(this was discussed in more detail in Chgpter V). - The problems-it .
would not handle gre those having excessive verblage or implied
information about the world not expressible. in a single -gentence.

As mentioned earlier, the system can new make use .of .any given
schema only-once in solwing a g‘;}obl;emi.i_naivs i -becayge the schema -
equation is added to the set of ‘eg‘uatidms -0 he ;q,qlv‘e,q,f and the vari~ -
ables .in the schema only identified with one other set of vari-
ables appearing in the problem.  For example, if ''distance equals

speed times time" were the schema, then "distance', as a variable
in the schema might be set equal to .''distance trayveled by train"

or "distance traveled by plahe", but not both in the same problem.
This problem could be resolved by not adding the schema equation
directly to the set of equatigns to be solved, byt by logking for
consistent :sets of variables to identify with the schema variables.
Then STUDENT, could add an instance of the schema equations, with the
appropriate substitutioens, for each ﬁongj.»st;gq.—;f,ae,t of wvariables
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found which are "similar" to the schema variables.

At the moment the solving subroutine of STUDENT c¢an only per-
form linear operatfons on literal equations, and substitutions of
numbers in polynomials and exponentials. Tt would ‘be relstively
easy to add the facility for solving ‘quadratic or ‘even higher order
solvable equations. One could even add, quite easily, sufficient
mechanisms to allow the solver to pérform the ‘differentiation needed
to do related rate problems in the differential caltculus. ;

The semantic base of the STUDENT system could be expanded. 1In.
order to add the relations recognized by ‘the $TK system of Raphael,
for example, one would have to add on the lowest “level of the STUDENT
program the set of kernel sentences understood in SIR, their mapping
to the SIR model, and the question-dnswering routine to retrieve
facts. Then the apparatus of the STUDENT systeu would procéss much
more complicated input statements ‘for ‘the SIR modeT.  One serious
problem which arises when the semantic base is extended 13 based on
the fact that one kernel may have an interpretation in terms of two
different semantic bases. For example, *Tém has '3 fisH:" can
be interpreted in both SIKR and the pféééﬁﬁ STEDENT “System. To
resolve ‘this semantic ambiguity, the program can check the context
of the ambiguous statement to see if there has beer one consistent
model into which all the other statements have been processed. If
the latter condition does not determine ‘a single preferred inter-

pretation for the statement, then bbth”intefpretatidns“éan be stored.

In addition to these immediate extensions of the STUDENT system,
our semantic theory of discourse caif be used as a basis for -a much
more general langudge processing system. As. & start, one could "~
implement the generative grammar described in Appendix E to produce
coherent discourse-~problems solvable by the STUDENT system.
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. Another more‘sakeiting poseibility: is to wtilize this type of speak-
er's model of the world to attack Yngve's "baseball announcer" prob-
ns\added to his

world model from the events he perceives, i.e. thh ¥b§éeball game he

lem. The baseball announcer has certain proposit,{onsf

is watching. Mandatory application of certai(’ ,smﬁtig rules add

LA T

other propositions, and delete some that ar& M,“M@ these

changes are going on, the announcer is to 3enetath _a runnigg com-~

mentary (coherent discourse) describing thia MM._‘ITHW b&ds watch-
ing. By making the proper assumptions aboub.uhaxe* th&attention
of the announcer is focused, that is, which&fé%‘#fmm is
going to use as a base of his diseout-se at any timp; I feel that a

reasonable facsimile of an anii SHE

of course, an empirically tesfébié.’_fhypgt;@e_cis.W

Another use for this model for generation anH;‘ anélysi§ of
discourse is as a hypothesis about the lin@" miwr of
people. Psychologists have built reasonable'compufpr iﬁodets for
human behaviour in decision making an, veiﬁi{?_m niag: of,
syllables (15), and aume probiwmlviugm Zaa) ' STUDENT
may be a .good predfi:ctive model for. the behaviour of* people when con-
fronted with an B‘ig’ébfa ,prolﬂ,mi sorive.“ This oatg‘t‘}g ‘tested, and

such a study may lead to a better ﬂunderstanding o‘E !man behaviour,

“J-

and/or a fbetter réformulation vof this theory of Iaguage processing.
I think we ‘are fﬂt from \rriting“a program :ahi.ch can understand
all, or even a wery. large segment of- English. llowwan within its

narrow field of competence, STUB&IT has demonstpat L3, 5
standing" machinég ban be bullt. !ndeed I bel'Ié”'\“fe: th’a‘t using the

techniques develo ‘ "'n t'ﬁie remtek,,one could ccmstruct a system
of practical vaihig: fghiéh would cemmunicate well witz‘h people in En-
glish over the range of material’ undat;stoo&by _tiie,mi’g_rogram.

e
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REMEMBER( (

(PEOPLE 1S THE PLURAL OF PERSON)

(FEET IS THE PLURAL OF FOOT)

(YARDS IS THE PLURAL OF YARD)

(FATHOMS IS THE PLMRAL OF FATHOM)

(INCHES IS THE PLURAL OF INCH) ‘

(SPANS. IS THE PLURAL OF SPAN)

(ONE HALF AL vs ANS 0.5 ) =

( THREE: NUMBE YS MEANS THE nnsr uuunsa Aab ms szcom

NUMBER. AND THE mmo NUMBER) o

(FIRST TWO NUNBERS  ALWAYS MEANS = rEL

THE FIRST NUMBER AND THE SECOND meax I

(MORE THAN ALWAYS MEANS PLUS) - -

(THESE ALWAYS_MEANS THE)

(TWO NUMB soueﬂ MEANS ONE xunam AND mt

OTHER: NUMBER):
(TWO NiMB S SOMETIMES MEANS ONE OF THE
uuuasns AND . TRE o'mew mmita;

(HAS 1S A -VERB) - :

(GETS IS A& VE a) S .

{HAVE %S A VE : Sl e

{LESS THAN Auyws MEANS: LESSTHAN), -

(LESSTHAN 1S AN OPERATOR QF EEVEL. 2)

{PERCENT £5 AN onnmwos L!VEL

{PERCENT l.-ESS WH“vA g s s%awsm
VEL

TPERLERE IS:

(PLUs 1§ A0 R OF LEV 2 * ff::

tSUM 18 AR BP mm '; :

CTEMES' IS AN erzm\tnn ol: s,tvﬁt. 1) :

(SQUARE IS AN~ hEVEL

(DIVBY iS AN OPERATOR OF LEVEL«I

(OF 1S AN-QPERATOR) T

(DI FFERENCE 1S AN OPERATOR) .

(SQUARED gs AN OPERATOR):

(MINUS 1S:AN OPERATOR OF, LEV‘EL 2)

(PER IS AN:OPERATOR) : ,

(SQUARED 1S AN GPERATOR).

(YEARS OLBER THAN ALWAYS: MEANS. PLUS) R

(YEARS YOUNGER THAN Au:gs nui& -LESS THAN)

(IS EQUAL:TO .ALEAYS ME IS) o

(PLUSS 1S AN DPERATOR) ~

(MINUSS 1§ AN OPERATOR) . = =

(HOW-OLD %gays MEANS WHAT). .-

(THE PERINETER OF $1 neq:rmcl.z_ Musnuzs w

TWICE THE SUM OF THE LEMATH: AND- WIDTH eﬁm chumzu)
(GALLONS 1§ THE-PEURAL OF wli ‘
(HOURS 1S THE PLURAL OF mu )

(MARY 1S A" PERSON)

(ANN. 1S A PERSON)

(BiLE 1S A Pﬂtsbn

(A FATHERE ]S A PER:

(AN DNCLEE TS A PE om . .
(POUNDS 15 THE PLURAL el-' mumn o ;
gv;emus I$:A &ms sae T i
REMEMBER (( _ TR -

(DI STANCE: ; Qg@ sveen tm:s TIME) .

(DISTANCE: t%wrgmr TIMES

NUMBER OF GALLONS or GAS’

(1 FOOT EQUALS 12 INCHES)

S YARD EQUALS 3 FEET)

109

e R




o1

‘:‘%Nmikljgﬁ / oP) ADVE"#SEHNTS (HE I mi RUNS 1‘ BS

(THE PROBLEM TO BE SOLVED |S)

(IF THE NUMBER OF CUSTOMERS TOM GETS IS TWICE THE SQUARE OF
20 PER CENT OF THE NUMBER OF ADVERTISEMENTS HE RUNS , AND THE
NUMBER OF ADVERTISEMENTS HE RUNS IS 45 , WHAT S THE NUMBER
OF CUSTOMERS TOM GETS Q.) v

(WiTH MANDATORY SUBSTITUTIONS TME PROBLEM IS)

(1F THE NUMBER OF CUSTOMERS TOM GETS !S 2 TIMES THE SQUARE
20 PERCENT OF THE NUMBER OF ADVERYISEMENTS HE RUNS , AND THE
NUNBER OF ADVERTISEMENTS HE RUNE IS &5 , WHAT IS THE NUMBER
13 CUSTOMERS TOM GETS Q.) hd

(WITH WORDS TAGGED BY FUNCTION- PROBLEM 18)

(IF THE NUMBER (OF / OP) CUSTO TOM (GETS / VERS) IS 2 (
TIMES / OP 1) THE (SQUARE / OP ‘L) 20 (PERCENT / OP 2) (OF /
OP) THE NUMBER (OF / OP) ADVER ENTS (HE /- PRO) RUNS , AND
THE NUMBER (OF / OP) ADVERTIS S (HE / PRO) RUNS 1S &5 ,
(WHAT / QWORD) 1S TN! WMDER (GF / OP) CUSTOMERS TOM (GETS

I VERB) (QMARK / D =

(ﬂlE SIMPLE SENTENCES ARE)

(TNE "NUMBER (OF / OP) CUSTOMRS 'FOM (GETS / VE“) 1S 2 (TIMES
1) THE ( QUARE /7 OP 1) _{PERCENT / OP R¥ (OF /70P) THE
R (OF /.QP) ADVERTISEMENTS (HE / PRO) MS (PERIOD / DLM))

o/ D

13 o e T, idsts / iRan) 1m) sl
O (WaSER OF AQveRT| SMeNTS (HE ¥ R0 AunsH

24

((;:‘ig PROI;EM TO BE SOLVED Is)
SUM LOIS SHARE OF SOME MONEY AND B0B $ -SHARE (3]
o LOIS SHARE 1S TWICE BOB S . FIND BOB § AND LOIS SHARE ?) 4500

{:&NLS?:D;’I::; (S,l’.:lDSTITUTIONS THE PROBLEM 1S) -
SOME MONEY AND BOB S SHARE S &,
» LOIS SHARE IS 2 TIMES BOB' S . FIND BOB § AND I.DIS :agkgofl).‘ns

(WITH WORDS TAGGED BY FUNCTION THE PROBLEM IS).

((SUM / OP) LOIS SHARE (OF / OP) SOME MONEY AND BOB S SHARE

;? '3.5:0(22:51.335,(;E:;O?F{Nguﬂ LOIS SHARE 13.2 (TIMES / OP
R

(PERIOD / DERyS / wo D) BOB § m LOIS SHARE

(THE SIMPLE SENTENCES ARE)

({SUM / OPY LOIS SHARE (OF / OP) .SOME
IS 5.500 DOLLARS (PERIOD / M)} 5 ugu:v A0 808 5 share

(Lois SHA& IS 2 (TiMES / OP 1) BOB N (PERIOD I oLM))
((Fll‘ll ’ MI‘D? 808 S AND I.DIS SHARE (PERIOD / DWM))

iifumm THAT)-

"’u(um- SNAREY I indnn ™ (Lats: ;ma oF sou: uom:m

l‘ 1 ”ﬂ DOMS)
(LOH *SMM! s 3 WLLMS)
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(THE PROBLEM TO BE SOLVED IS)
(MARY IS TWICE AS OLD AS ANN WAS WHEN MARY WAS AS OLD AS ANN

15.N0W, .. 4F WARY 15 24, YEARS. OLD , HOM. QLD IS ANM Q.)

i e o A, L
L AS
J\mﬂ "i‘lﬁr 15 2% YEARS OLR. » WHAT .16 ANN Q.)

AY; iy ,;o; or:e};nougn i) rER
WP 05 A g ensoh)

¥} P!Rson‘)’ 15 2% Y ARS OLD , (WHAT /
nmm SQMARK / DLM))

CYME STNPUE SENTENCES ‘ARE)

mz‘ﬁ{ﬁﬁﬂn :ﬁs‘a‘glab‘;'ﬂ )l op 1) (ANN / PERSON) § -

dgqp UMARY / PERSON) S AGE 1S (ANN / PERSON) §
7 M)

"'x ‘mo

et CMERY T PRRSORY 8 AGE TS 28 "(PERIOD 7 DLM)) -

. AKWWAT / QMORD) & CANN / PERSON) S AGE (QMARK / DLM))
Cwagoan e

(THE EQUATIONS TO BE SOLVED ARE)

(mmuum 1 PERSOND D:AGEN

csuua;. Ry peRson' s agey 20 T :

kL ‘*i“ NARY / PEARON)- 6 AGED, (WINUG, (402523003 um

W‘“(mf / h‘uou) ix‘m (TINES 2 mus CCANN /. muog)

£t i

%

LT T B S

(ANN § AGE 1S 10)

&

R R LR

(THE PROBLEM TO BE SOLVED 1S)

WHAT IMETER

3 B “THE PERIMETER OF THE TRFANGL
_OF THE TRIANGLE Q.)
WITH MANDATORY suusnwrlous ms PMI% kk
sswmlmm OF A RECTANGLE IMETER OF A TRIANGLE
1 18 26 INCHES . IF THE PERIMETER OF THE RECTANGLE IS 2 TIMES

i wmwm OF THE TRIANGLE , WHAT IS THE PERIMETER OF THE

>( “% ”“ ER og“ m‘%ﬁﬁ AN THE PERIMETER

¢ 1 f mm.wut 48 ¥4 INCHES (PERIOD / nun IF THE PERIMETER
‘ohl’ gl T::m:‘?mam 1?;"! rmnnsn tog
s B Pt it B

< 4THE SIMELE SENTENGES ARE)

IR K LA e e e

(m:" PERIMETER COF '/ '0P1 ‘THE RECTANGLE 1S 2 (TINES / OP 1)
THE PERIMETER GOF .4 QB). TWE TRIANGLE (PERIOD / DLM))

;(r&}’)l QWORD) |8 THE PERIMETER (OF / OP) TNE TRIANGLE (QMARK
8 4

los 10 68 SOLVED ARE)

" ’g(fﬁ‘oh ‘adfs17 '(PEriMETER OF TRIANGLE))

(EQUAL (mun:'m OF RECTANGLE) (TIMES 2 (PERIMETER OF TRIANGLE)))
i (taukl’ (rufi (mmmr OF RECTANGLE) (PERIMETER OF TRIANGLE))

b

il F

R LM SR
(TNE Plllll'fll 0' THE TRIANGLE IS 8 INCHES)

Wi g L .‘; i

R SRt
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(THE PROBLEM TO BE SOLVED 1S)

(BILL IS OME HALF OF HIS FATHER S AGE & YEARS AGO ., IN 20 YEARS
HE WILL BE 2 YEARS OLDER THAN Hi§S FATHER 1§ NOW . HOW OLD ARE
BILL AND N!S FATN!I Q.

(THE EQUATIONS TO BE SOLVED ARE)
(EQUAL mm (ulu. ¥ nnom 8 (FATHER / nuou) s mn

(EQUAL GOESAS uuu. 7 PERSON) 5 AGE))

H (rm”ﬁ%&"’( W’ § AGE) 20) CPLUS 2 (CBLLY, /. PERSON) -

(EQUAL ((IH.I. / AM) S AGE) (TIMES .M“ (PLUS ((BILL /
PERSON) 3 AFATHER: / PERCON)- S AGE) (MINUS: 4)3))

(BILL § ARE IS 1)
(BILL S FATHEA 8 ABK )8 32) . i, . B :

bbb i s

:::;;:W,m@ b o s et
. THE 8 Miﬂ;@ “’hg mw! AGE o).

(THE EQUATTENS O ¥ WOLVEYD wre)

(EQUAL GORRED. (CRILA 4, PERAOML 3 MORDL . ..

e R T O LI
(EQUAL ( ), .(m ' o). & 4
PERSONY & ARED, (BA 4 PARGON) & CRATHED M
gmn c&; ) 3393 ax Sy el e efa
(EqUAL ( ARE
i L P o Rt At 2
(EQUAL (CBICL /7 'Piistely s (FAvWER 7 Penddwy '8 ‘(MieLE /7 rerson)
S AGE) (THMES.2 ((RILL./ RGRSON) S (FATHER /. PKRRON) Lo

o :
[

. (BILL 8§ AGE IS 3)

(TNE PROBLEM 7O BE SOLVED iS)
CA MUMBER 1S MULTIPLIED BY 6§ . THIS PRODUCT 1§ INCREASED BY
N ., MiS R!SULT IS 8 . FIHD THE Ml!l .)

I 5

(THE EQUATIONS TO BE SOLVED ARE) ‘

(ROUAL SR8 CNNRRER))
cnw. m.us mm tm:l) s) ) 68)

( PRICE OF A RADIO IS “.70 DOLLARS . IF THIS PRICE IS
l.g nucm LESS THAN THE MARKED PRICE , FIND THE MARKED PRICE

(YHE ml“l 0 . ‘?I{‘D m) T

(EQUAL 2e2b1s (NNAKED IcE))

Mmu OF RNOIG) (TINES. L N688 (MARKSD PRIEEN)
“m APRIGE OF - RARIO) (TIMES ©69.70 (DOLLARS)))

i A i T
éﬁ B W on :r’,
e ww&%"l‘mm. e g

;h;

mw n_u - Qe)* !

T g i

\’ .

b ~n; oL

llﬂ*l. (mil OF wmu (MRY I P!Rm) !m I VERS)) !)

PR

(;I’HI NUMBER OF FISH TOM HAS 1S 6)




EIT

(THE PROBLEM TO BE SOLVED I5)
({F 1 SPAN EQUALS 9 INCHES , AND 1 FATHOM EQUALS & FEET , HOW
MANY SPANS EQUALS 1 FATHOM Q.)

[ o : o

{THE EQUATIONS n BE SOLVED ARE)
(EQUI!. M!!” (‘NM‘& l (um«m:n

(EQUAL CYINES T CFATHONS)E (TINES 6 (FEET)))
(EQUAL (TINES 1 (SPARS)): (TIMES:9 (INCHES)))

TE EQUA?IO*S WEI! IDISUFFH:IENT TD FIND A SOLUTION
(US '{K%lFOLLNING KNOWN RELATIONSHIPS)

CYARDS ) (TIMES ¥ A(rETTI) (BMAL mm LA
mst (ﬂm T (TncaEs )iy

«a nma Ve w waksy. e V

LEATAT BITTONTR 2 g
(THE PROBLEM 'D BE SOLV!D 18)
(THE NUMBER OF SOLDIERS THE RUSSIMS HAVE IS ONE HALF OF THE
NUNBER “’ﬂl‘m,llnam I’Nt g W NAVE 18
7000 . WHAT IS SOLDIERS NEY HAVE Q.)

POELE T

AR

(THE-SQUATIONS) TH) BE SOLVED ARE)
(EQUAL QORB19:AUUMBER OF:SOLOLERS (THEY /. PRO). {HAVE, / VERS)))
CEQUAL (WUNBER OF OUNS (TWEY / PRO) (HAVE / VERR)) 7000)

TR {0V - cE" s s.M
(EQuML’ (USSR 0f 60 & ? 13, LTHNES | 25000
oF Qs Ty ) uuw: 7 Vt s )?m att

*E“f\‘?" THIMED S OF PACEVE20 7Y DWaliL¥ify® 13y
THE! SUDATHINS: WERE: TASOFFICIENT- 79 FING A SOUNT.IOM -

CASGANE NI TWARY:
((NUMBER OF SOLDI!M (THEY l PRO) (HAVE / VERS)) IS EQUAL T0O
(NUMBER OF SOLDI!RS RUSSIANS (HAVE / VERI) )

MRS D%

(YHE PROBLEM TO BE SOLVED iS§)
CTHE RUSSIAN ARMY HAS 6 TIMES AS MANY RESERVES IN A UNIT AS

:; ’M‘"“glblﬂs T:EOPAY FOR :tsgavu EACH MONTH
e Tk ‘REGOLAR ARNT EALW WONTA 15§ 146 TiRes

THE HUMBER OF UIIFWED SDLDIERS . TNE SUM OF THIS LATTER ANOUNT

BT b e

LAy

(jmt mmm RN doi.m ARE)
(kwfggwyms-.‘eflwwm SOLDLERS (1T./ PRO) (As

?m‘;hngsu mnqg;l %, aesguvgs IN.UNLT. nussmc Ay, (w‘

S SO

QOAL ' {PLUE (Mt smr o REGULAR Alos EACH mmn (PAY
RESERYES GAGH MONTH)) (TIMES 35040 (QOLLARS))
gﬂ“l. CAMOUNT ”El’l’ ON REGULAR ARMY EACH MONTH) (TINES CTINES
0, (0OLLABS)) (NUMBER OF UNIFORNED SOLDIERS)))
wiit"fnf”iu’mzmk EAEH MONTRY CFinES CTiRes’ S0 tbollARs))
UNEER OF AESERVES 1N UNIT)))
gn&kt ’?Mﬁ”&?fnﬁtw:k PHEONFT ROSs AN  KRiY (RAS "7 viERD))

uoqusn SOLDIERS (1T / PRO) cm / VERS))))
s LG OLTRES 0t DHUAEY RMO Wik AN
wtm,mt pqgrsmpn' TO.FIND A SOLUT 1O

UMING THAT) .
OF UNIFORNED SOLDIERS) IS EQUAL TO (II“II Ol WIMD

;w’ 4,m e

K EREET O

ém:mmm RESERVES EN A-UNFT YRERUSEEAN ARNY RAS 18 800)
(‘m'mu GF WIFOND SOLDIERS IT HAS 1§ 100)

o "‘,A}‘\:ifv :1-" 4
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T (A PROBLER WITW AN IDIOMATIC SUBSTUTION IS)

(THE PROBLEM TO BE SOLVED 18)

(THE NUMBER OF STUDENTS WHO PASSED THE ADMISSIONS TEST 18 10
7 AMERCENE OF: THE TOTAL: NUMRER OF STUDENTS IN THE NIGH SCHOOL

. IF THE NUMBER OF SUCCESSFUL CANDIDATES IS 72 , WHAT 1§ THE

NUMBER OF STUDENTS IN THE HIGH SCHOOL Q.)

'XTHE QUATIONS TO BE SOLVED ARE)
i EQUWL @U25 53 ANUNGER QF STUDENTS .LN HIGH SCHOOL))
 CEQUAL (WOMBER OF SUCCESSFUL GANDIDATES) 72)

SOUREE N IR (INT L N
(SRUAL COUMBEA w1mnt uuq matﬂ tssmu TEST) (nu;s
.moe (TOTAL nuuuu or sruosn'rs IN m satoo )

HEEY T 24 e
i PNE CQUATLONS MERE JMSUFFICIENT TO FIND A Sﬂtlﬂlﬂl

- CASEUMING : THAR) -
((NUMBER OF STUDENTS IN HIGH SCHOOL) 1S EQUAL TO (TOTAL NW‘EI
OF STUOENTS ll HiaH SMOOLH
O ey L3
‘THE nm'iM(Nlll"IUSUFElNENI W FlN@ A 50].0]"9““ L
: $‘ !5}*“ ;j_‘g 3 .

| TRYING POsSINGE_ 1DioNs

(THE NUMBER OF SYUDIITS WHO PASSED THE ADMISSIONS TEST 1S 10 °
TOTAL MUMBER OF STUDENYS IN THE HIGH SCHOOL !
$ WHO PASSED THE ADMISSIONS TEST

AHE ROTTOMEPAE WHIONE KT 1 G0RH

N gt N E

(THE :qumous T0 BE SOLVED ARE)
T CRQUAL 'G025E K TNUMBER OF 'STUDENTS 1 MEGH SCHOOL))
 rEQUAL CNUMBER: OB STUDENTS! WHD PASSED ADMISSIONS TEST) 72)
QUL THUMBER OF STUOENTS WHG PASSED ADMISSIONS TEST) mnss
, +3900 (TOTAL NUMBER OF STUDENTS IN HIGH SCHOOL)))

_ THE EQUATIONS HERE\{ INSUFFICIENT TO FIND A SOLUTION

LAUDENY
IG\WM m NN TNEH IO SENO0OL Q.) ! J

) OF STUDENTS lll HIGH SGGOOL))

(ASSUMING THAT)
({NUMBER OF STUDENTS IN HIGH SCHOOL) IS EQUAL TO (TOTAL NUMBER

o]

JCTWE-WEMBER OF STUDENTS IN THE WIGH BCWOOL IS 720)

??i&. &2&” York o LOS “ARGELES T8 3000 HiLEs .

SPEED OF A JET PLANE 1S 600 MILES PER HOUR

1 ;wgitps,’nng” IM;S\ TO, TRAVEL FROM NEW YORK TO LOS mzl.ss

. (Iﬂl EWW!‘; TO Sk, SOLYED ARE).

(EQUAL 602517 mns (IT / PRO) TAKES TO TRAVEL FROM NEW YORK
TP. 105, ANGELES. BY. JET)) .- s

& “TEQUAL tAvERAkE ii’vtzo o .m' p i 1»
1 STINES. 1, 5U008830) -, LAKE) €QUo T Crines-Bho o LEs)

=

.. AP ————

(i&zﬁétgu‘nﬁti m. n:w YORK f0 Lés inaéus) tfimes $000"

L‘s %'Wh Vodargn el

$9LuTI on

IR SECE L o |

U85 e vie BBLiGHiRe Kbl KELAT ot
ARHIREE. (a5 Comp et ou3 - AVBEROF ALLANS §F Q45 UBERYIT)

.E?«'xmmsfmmmsw SPEED.OF, JET PLANED) . .

R L .
AL T8 (F1ME (1T / PRO) TAKES TO TRAVEL FROM NE!
YORK TO LOS ANGELES BY JET)) v

%ﬁ‘?ﬁk@;ﬂ; mﬁn ’ro (msnucz mu n@u fdu To Los uﬁzmn

gut ﬂug 34 m:s T ﬂuv;v. FROM. uen yon 1‘0 mt Anm,u [

i
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(THE PROBLEM fb :3E 'sowzo (s)
xe G Tog MIXED. NUTS 1S THE §SUA.OF THE COST OF
'S T THE
E0

o TS 5] SRR 2 Founo

i “' ‘“l: urkeo W Aub'% THE SUM OF n;g NUMBER OF
. ¢ UE MUMBER OF POUNDS OF ncm N
WW‘ ’t%nr WETSHS™S TOST OF KLNONDS

R 1o M"*% T R LS e

BN AN THE, COST OF. THE RECANS IN THE BOX .)

(UG AQUATLNS T0. B, SALVED ABE). ... ..
“teaukt "Go24%¢ ‘ccosT OF PECANS 1N BOX))

CRGRKL ‘gdisad cCOUT oe alNONBS 1N B0k))
%‘%%(WWCOET 0;‘; PqLCAlus)(TIMES 1 (ngmos OF PECANS)))

g%k (%ﬂo‘l’l!ﬂ (gOST OF ALMONDS) (TIMES 1 (POUNDS OF ALMONDS)))
UJ'M |3 i T g@ e 1y

iWL‘MI

EEarpors oF A

TCHNAL COBSYEOR BUK OF MEREDR MIVSY THMNES 35588 (DOLLARS)))

M% 'E“Z’ nppw((!gqu‘u_n”or PMOS OF PECANS IN

.*ff!ﬂltﬂm nmumml):);ms) (PLUS (COST OF ALMONDS IN

)« PECANS iN 80
RO E% ?:ﬂ (URHKENE SO0 DY UVl oTeRON )

{9k SEONTIONS WEAR:INSUMEICIENT TO FIND A SOLUTION

(ASSUMING THAT) ’
UL PONNNSS 06 PESANS) 13 !qwu. T0 (Nuuln OF POUNDS GF PE

PANTBORIBES HE KDRMAILT : | cm
v;wzs B we%rx Ve 1\

CARE DRI ws-m m T y O ACHA g

((reuuos oF M.Mﬂ IS EQUAL TO (NUMBER OF POUNDS OF ALMONDS

IN BOX))

CASSUMING . T) .
((co! dg m@ﬂ”) 1S “EQUAL TO (COST OF ALMONDS IN BOX))

i,

(THE COST OF THE ALMONDS IN THE BOX 1§ 2 DOLLARS)
[(THE_GOST OF THE [PECANS N THE 80X IS 1,500 DOLLARS)

: g

T Sl T 0 20 R TG v ™ o L

L i PO D W S0tVED! 18)
{ mw N OF MY CAR IS 15 MILES PER GALLON . THE
RS NEW YORK IS 250 MILES . WHAT IS

F GALLONS OF GAS USED ON A TRIP BETWEEN NEW YORK

é%}mgi'#m. }? WA

f (TME EQUATIOKS 'I'O BE SOLVED ARE)

ﬁw Emw (m D’“ SAl.tGNG .GF GAS: IRBD ‘0! ml?u'nuiw
NIt BUSTOND)

[z 4 ’;ﬁ"\l’"’e' RINTY vs [EOE !("’
(EQUAL (DISTANCE BETWEEN BOSTON AND NEW YORK) (TINES 250 (MILES)))

LERTME BOTRLRTE 100 sl
(EQUAL (GAS GGNSWPTION OF MY CAR) (QUOTIENT (TiMES 15 (MILES))
{TINES 1 (GALLONS))))

MWE ECIIE00E BERD 140 0e 0 eal L0 BTED ¥ SUTHL o

THE EQUATIONS WERE INSUFFICIENT TO FIND A SOLUTION

PREOIST (uIDR [ORE Do #0NWET
(UBiue THE FoLLowiNe i RELAT1DHERY PED f

R &W&W‘&Sﬁn oFLRIA S, ustpeen

GBS o ° e
LRIINNGRY 1A BIAL: YO ,wg”c: BETWEEN BOSTON AND NEW YORK))

( AR A T R A A
(A R R Tons” € éaUal” Yo' ehs consumPTION OF WY CARD)

(muun THAT)

¢ (MIR OF GALLONS

o jE £ty -
jo Llee u& ok 3{ RV "5[. 5
A T QS Used O &- FRfP SETHEEN NEW YORK

ARD BOSTON 1S l‘.i‘ GALLONS)
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o RS L E AN S R S B

mmmu BE SOI.VED lS)

CTHE DAILY COST OF LIVING Foa A GROUP 1S THE OVERMEAD COST

PLUS 'UIEMIM‘WST BORy EACH PERSON: Tp'}ﬂﬁ W’ oF 'EOPL!
N 7PNE-GROURHy :THIS COST FOR OI! GROUP

NUMBER OF PEOPLE IR THE GROUP 1S 40 . IF THE OVEMW T

1$v18 B HIES THE RUNNING COST , FIND THE OVERHEAD AND THE lml“
cOosT: m,w..nuu WY 7w o roaf RT3k LELYM

ive E

(T BQUATIONS TO:BE SORVED ARE) ~ . . . ¢ o

(EQUAL €02521 (RUNNING COST FOR EACH PERSON))

(nuwe“no ummn BRI

CEGGAE (SVRRAERD COST): (TMES 10 “(RUNNING COST)))

(mu ((MUMBER OF PEOPLE IN GROUP) A0)

mm (BRI LY €OST OF LIVING FOR EROVP) ATINES 108 (DOLLARSID): -

(EduRL’ (mw COST OF ‘LIVING KOR SWOUP) “¢PLDS ‘COVERREAD COST)
OR EACH PERSON) (NUMBER OF PEOPLE IN

95T, F
m‘) ;’,j-f; 3 s TP T3 NS 3] PRERATREEY (e EER IR S5 SN oY
Tﬁg‘,mnim WERE {MSUFFICIENT TO FIND A SOLUTION
MR e o covpbit ener

CABSDMR N 3y €U 24 o bE I i 20
CLRUBNING, CORE) AS FQUAL TO. mmuc COST FOR EACH PERSON))

(T SVERUEAR: 33, 20 BOLWRRD., .. ¢ oy
g’ mm &q,ﬁ&r ué*‘ mfé-y 8 inss"to“t : '

S TR

N -c’.n‘,"‘," ‘.

IS “\ ‘AND ON!

ruumt ult n““

MYIkG POSSIBLE 1D10MS

e R gt

PR

B gy e
t'm: Mmm Wi K 1G1OMATIC ‘SUBSTUTION 185 oAy
(me SUM OF ONE OF THE NUMBERS AND THE OTHER A 15

‘hﬁéhg mﬂﬂiiﬂ m!l . HID 'I'NE

: CTHE. BRUAT)OMS 'T0 BE SoLveoarey” ot

(BN 002518 {OTHER MMBER)).
“TeauAl ¢ mm'r (OME OF UMBERS))

R

(EQUAI. (PWS (NE OF mERS) (OTMER NW!R)) !H

2SR ECRESEH o AL

™E mun

}yli h

nvluc rossl
IO (BT IYAGE ¢
(m: PROBLEM mm M moounc suas'ru'non m

K cwu OWE WUMBER AND THE OTHER NUMBER IS 36 , AND ONE

i W 36 (KARSEN TRAR THE OTRER:NUMBER: .= £ | M. THE ONE MUMBER
Mp *l(nt oﬂm mn .) i

!ElE»lNSUFFICIENT TO FIND A SOLUTION

URSCERTINE SO

VWW?“ JRAEJOEOMRE) e

e T4 RS

CEQUAL . COME SUMBER) (PLUS 18 {DTHER NUMBER)))
S e (i o 40,

(THE Oll! MEI IS !()

|, Srit prain mimeEm 437 w0y
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(THE . PROBLEM TO BE SOLVED 1S)
(THE SUM OF TWO NUMBERS IS TWICE THE DIFFERENCE BETWEEN THE
TWO NUMBERS . THE FIRST NUMBER EXCEEDS THE SECOND NUNBER BY
S . FIND THE TWO NUMBERS 9
TRYING POSSISLE iDIOMS
g:: PROBLEN WITH AN funomlc susszg;:on 'osén

m s%w SECOND NUM IS TWICE THE
mFFs !:2’! N futzfmtaz sm&ezcozg AND E:t SECOND NUMBER .

ND NUMBER BY 5 , FIND THE

nnsf%% 'mt SECOND NUMBER .)

{THE -EQUATIONS 70 8§ SOLVED ARE)

(EQUAL GU2SAS (SECOND NUMBER))

(EQUAL, BOTTAT (FIRST MMBER))

(EWM. (FIRST NUMBER) (PLUS .S (SECOND NUMBER)))

CEQUAL (PLUS (FIRST WUMAER) (SECOND NUMBER)) (TINES 2 (PLUS
(nu ER) (M (SECOND NUMBER)))))
(THE XRAT WUMBER .S 7.500). . . . . . Leae erwe
(THE SECOND MUMOSR 1S 2.500) . i

PR B YR Tl

(THE mm P+ IUMRD ili o
(T“E SUM OF TWO MUMBERS IS 111 . 0N£ OF THE Nll!l(li IS CONS!WTIV!
TO THE:OTHER WUNBER(;  FLND::THE ‘TWO NUMBERS .)

TRYINGEPOSSIBLEZEBIONG ;. & vl )

(THE PROBLEM-WITHIAR  KDEOMATIC:SUBSTUTION 18)
(THE SUM OF OME OF THE NUMBERS AND THE OTHER NUMBER IS 111

+ ONEIOF THE WUMOERS ¢S CONSECUTIVE:TO THE OTHER NUMBER . FIND
THE ONE OF TWHE NUMBERS ANN THE OTHER NUMBER .)

e e T

(THE EQUATIONS.TO BE SOLVED ARE)

(EQUAL 3”515 (OTHER NUMBER))

(EQUAL G02515 (ONE OF NUMBERS))

(EQUAL (ONE OF .NUMBERS) (PLUS 1 (OTHER NUMBER)))
(Equat, (PLOS '(ONE OF NUMBERS) (OTHER NUNBER)) 111)
(THE ONE OF .THE NUMBERS 1S  56)

(THE QTHER -WUMBER 15 3%)

HCTUE SROBLEM 10 BE SOLVED 15)

(THE REE: NUMBERS 1S 9 ., THE SECOND NUMBER 1S 3 MORE
W IH$ ghnst NUMBER . THE THIRD NUMBER EQUALS THE

SUN 0' IRS (] MEIS o FIND THE THREE NUMBERS .)

(THE lqunlons 'm u sowen ARE)

(EQuAL cez527 mnno NUMBER))

‘(tdug eozszs (sscouo NUMBER))

(EQuat 002525 (FIRST MUMBER))

(EQUAL (THIRD WUMBER) (PLUS (FIRST NUMBER) (SECOND MUMBER)))

(mu& (semo mm Lus 3 muzs z mm' mmm

SR LT PA il . {43

rglm (Puli (Fllﬂ’ IUHIEI) (PLUS (SECOND mu) ('NIID mtll)))

SATVE e A

(THE itm«uum 15.. .5008)
(THE 3!00“0 MEI IS L}]

O (¢ tum mu s u.,sqo)

Sai g . -
Dieh o oprno S 3

Bt G
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:(THE !quxnou 'I’O IE SOLVED ARE)

(THE PROBLEM TO BE SOLVED IS)

(THE SUM OF THREE NUMBERS IS 100 . THE THIRD NUMBER EQUALS

THE SUM OF THE FIRST TWO NUMBERS . THE DIFFERENCE BETWEEN THE
FIRST TWO NUMBERS 1S 10 PER CENT OF THE THIRD NUMBER ., FIND
THE THREE NUMBERS .)

(EQUAL 602 Sl‘ ETH! IO MUMBER)) -

~{EQUAL . Q02535 (SECOND NUMBER))

(EWL M!!ll"(FIIST NUNBER))

(:IQ“L (N.;Ul (!ilﬂ' NUMBER) (MINUS (SECOND NUMIER))) (TINES
<1000 (THIRD NUMBER)))

CEQUAL (THIRD. NUMBER) (PLUS {FIRST NUMBER) (SEOOND NWIER)))

; m;m.-(?ws (FIRST MUMBER) (PLUS (SECOND NUMBER) (THIRD NUMBER}))
100) T T

_(THE FIRSY WOMBER 1S 27.50)
- ATHE, SECOND MUMBER IS 22.50).
o STHE BURD MBER 13, 30)

- STHE. SROPLEM 30, BE. SOLVED: |5)
‘ it ¢ RRUALE B TINES b BLUS 1 ., AND B PLUS D EQUALS 3 , AND
. BIMNUE.D. ERUMS 1.4, FIND. € )

(THE EQUATIONS TO BE SOLVED ARE)

“cn:wgm,ugaﬁxg‘;;a) ‘ ,
TegbAL tpuss’ (e) pawus (032 1)

CEQUAL" tPLUS (B) (D)) 3)
CEQUAL () (PLUS (TIMES (B) (D)) 1))

cis »

(THE PROBLEM TO BE SOLVED 1S)
(3« X*&§eY¥Ym=ill,
S§elzm20Ym],

FIND X AND Y .)

CTHE: CQUAT FONS TO BE SOLVED ARE)

(EQUAL GO2541 (Y))
(EQUAL GO2540 (X))

\(znum. m.us (TINES 5 (X)) CMINUS CTINES 2 (Y2))) 1)
(equAL crLus (TINGE 3 (X)) (TIMES ) Y

s n
wis 2

(THE PROILEM TO II SOLVID 18)
(x/72=-(Ye3 /72=0,

vm-::/s'z-aoz:-s., R
lﬁfllblﬂﬂ'f¢) [ . e

{THE EQUATIONS TO B8 SOLVED ARE)

1. (RauAY. 602543 (V)
.- (SQUAL- GOREAS, (X))

w)w:‘).,(ngs (QUOTIENT (PLUS (X) (MINUS 1)) 3) (Tl4es 2 (PLUS

‘iﬁgaa)(#ﬁt CQUOTIENT CXJ 2) (MINUS (QUOTIENT (PLUS (V) 3)

(15

1 evas .
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(THE PROSLEM TO BE SOLVED 1IS)

(THE_SQUARE OF THE DIFFERENCE BETWEEN THE NUMBER OF APPLES

AND THE NUMBER OF ORANGES ON THE TABLE 1S GQUAL TO 9 . IF THE
NUMBER OF APPLES IS 7 , FIND THE uunssn OF ORANGES ON THE TABLE

)

(THE EQUATIONS TO BE SOLVED ARE)

-(EQUAL GO02515 (NUMBER OF ORANGES ON TABLE))
(EQUAL (NUMBER OF APPLES) 7)

(EQUAL (EXPT (PLUS (NUMBER OF APPLES) (MINUS (NUMBER OF ORANGES

ON TABLE))) 2) &)

‘UNA!LE TO SOLVE THIS SET OF EQUATIONS

TRYING NSSIILE IDIOMS

e

'(oo You KNOW ANY MORE: RELATIONSHIRS AMDNG THESE VARIABLES)
L(NUNBER DF APPLES)

. (NURBER OF GRANGES ON TABLE)
"1 CANT SDLVE THIS PROBLEM

(THE PROBLEM TO BE SOLVED 1S)
(THE GROSS WEIGHT OF A SHIP 1S 20000 TONS , IF ITS NE'I' HEIOI’T
IS 15000 TONS , WHAT IS THE WEIGHT OF THE SHIPS CARGD Q.) ;

THE EQUATIONS WERE INSUFFELCIENT TO FIND A SOLUTION
TRYING POSSIBLE 1DIOMS

(DO YOU KNOW ANY MORE RELATIONSHIPS AMONG THESE VARIABLES)
(GROSS WEIGHT OF SHIP)

(TONS)

CITS MET WEIGHT)

“(MEIGHT OF SHIPS CARGO) s : "
!g’tu. ME . f.ﬂ‘ E ;' . . ‘
(the Mlm o!‘l :hlpnclr.o l: the difference Mmoﬁ
eho $loss: mlgbt #nd tg_u net wﬁuht}

™E @uxlfloni WERE tmrslclsm TO FIND A sowﬂon

TASSUMING THAT)
(CNeT WELGHT) I8 mm, 0. ur:’uz*r;neucwm

?(As ING THAT) - '
((onpss imcwn s :qyuu. 1"0 (eaoss "WEIGHT OF wrn

‘(THE HEI‘NT OF m SH1PS L‘ARGO IS 5000 TONS)

* [




APPENDIX E:

A SMALL SEMANTIC GENERATIVE GRAMMAR

The grammar out11ned here will geuerate ontywword problems
solvable by S?UDENT, though not the sec of alf suth problems.

RULES |

Create aisetvofis;multane-
ous equat;ons;whfph can. be
solved by strictly linear tech-
niques, except that substitu~--
tion of numerica! valuea in
higher order eqaations which
reduce them to linear equa—
tions is allowed, These are *
the propositibns of the - spéak—
er's model. o

Choose unknowns for which
STUDENT is to solve. .This is
the question.

Choose unique naﬁes for
variables without articles "a',
"an", or "the'". 1In the prob-
lem any of these articles may
be used at any occurrence of
a name. In a complete model.
these names voulé be associ-;
ated with the objects in the
chosen propositions.

Write one kgrnel sen~

tence for eath equation. Use

any appropriate 1inguistic form °

given in the table below to

120

3 s
Zév+ 3y =7

yo= 1/2x
y+z= x .

X = firat‘number

second number Tom chose

thirﬁ number

"2 tlmes ﬁhe first number

plus thtee times the second
The

number Tdm chose is 7.

second number Tom chose



- IR

T R TR ey S TRl Y e 2 2 R

represent the arithmetic
functions in the equa« -

tion. . RN

For each unknown whose T

value i8 to be found, use
a kernel sentence of the
form:

Find

What is
or Find: = . and

— H

and -

for more than one such un-

What are

known.

If a name appears more
than once in a problem, some
(or all) occurrences after
the first may be replaced
Simi-
lar namee are iobtained. by .-
transformations which:

by a "similar" name.

a) insert a pronoum .
. for.a:mnoun: phrase:
in;_the.\na'me\- Lamino
b). delete: imitial.and/ -
.. oY terminel sub~ .
. strings of: the pame,.
Only one such-.!similar! string:
can be used;to”réplggeﬁag;oc».;ﬁ;,
currence of a. nawme, ghough:
any numbey:of replacements -

can be made. TR

S R A R R R ey

[N
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" ;. equals .5hof the:Eirstooc ;o !t

number. T S RGNS N B A ’

€

L ¥ |

Tionl pmIivIedoes
The sum of the 'sucondinugs . '"7i" i«
ber Tom choserand:a-thiizd’ "o
number is:equdlige 1;];_&3 o1 pitiadng
square of the-first dume:n qu'

ber. Wheti igcthé thted ;o i w0 0

number? * NI S

2 .
3 TouBR
1 o )
H
....... siig
: I
) ! TN e At e

Similar matoeds: Siot nuso o TG
"first" foifiMEIFst number? (- i
"second aumbisr lig' ctioss!’ - 383
for '"second:mmber Tom ¢ Lo mmtan

1 T s
chose" T e
:
PREISEVE- 1L &M
i . Vo o 1
- oo W
Y] =i G
I l\ A e o3 s o

36 1 (SR
. oo dEsud ol
= R +
Ll e 54 HL,L 5

Suo boIrue o 2 s bigen
wil coagsdase onld ! i1
1 iS4

.



If Ni.occuzsiinuﬂj«andf, DTN
it is the -

Sj+1, and in Sj

entire substring to the left

of "is", "eguals! or:'is

equal to" (er the:entire:: °
substring to the.right)then:
in Sj+l’Ni may:he meplaced -
by any phrase eomtainingithe::’

word "'this'.

Any phrase P1 may be

‘replaced by another phrase

P2 which means the same

thing. This would mean that
STUDENT had been told af this-

equivalence using ‘REMEMBRR

and the senﬁgnge;“iavaluays‘
means P_" or»ﬂ!2—saﬁakines :

1
means P," .

Twi consecutive sen=
tences may be connected by
replacing the period after
the first by ", and". A
sentence can be connected
to a question by preceding
the sentence by "If'" and
replacing the period at

the end of the sentence by

"ot
y e

122

. tence.

Replace ''the2seeond ‘numbet

»: Tom chose'" by “this second

choice'" in the third sen-

Replace "2 times" by "twiee:
and ".5"‘7131 "one half'. :

Connect sentences: 1 and 2, and
sentence 3 and the final quess '

tion to givaer:i . ¢

"Twice tﬁeaﬁﬁ?SE"ﬁhmber‘plus
three times the second
number-Tom ehése is'7, and
the second auiber he chose
is one-half ef the first.
1f thesum Of this>second -
choice and" a~thi¥d number -
is equaliito the square of
the first- nasiber; What is
the third number?"



Summary of Linguistic Forms to Express Arithmetic Functions

and the Equality Relation

X =y x is y; x equals y; x is equal to y
X+ y x plus y; the sum of x and y; x more than y
X -y x minus y; the difference between x and y;

y less than x

x %y x times y; x multiplied by y; x of y (if x

is a number)

x /vy x divided by y; x per y

123
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