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- ABSTRACT

A quasi-optimal technique ('quasi' in that the
technique discards unreasonable optimums), realized by a
dynamically evolving mixed lnteger program, 1s used to
develop regilonal electric power unit commitment schedules
for a one week time span. This sophisticated, yet
computationally feasible, method 1s used to develop the hourly
bulk dispatch schedules required to meet electric power
demands at a given reliability level while controlling the
associated dollar costs and environmental impacts.

The electric power system considered is a power
exchange pool of closely coupled generation facilities
supplying a region approximately the size of New England.
Assoclated with a tradeoff between a given cost of
production and the relevant ecological factors, an optimum
generation schedule is formulated which considers fossil,
nuclear, hydroelectric, gas turbine and pumped storage
generation facllitiesj power demands, reliabilitles,
operating constraints, startup and shutdown factors,
geographic considerations, as well as various contracts
such as interregional power exchanges, interruptible loads,
gas contracts and nuclear fuel optimum batch utilizatlion.

A prerequisite of the model was that it be flexible
enough for use in the evaluation of the optimum system
performance assoclated with hypothesized expansion patterms.
Another requirement was that the effects of changed
scheduling factors could be predicted, and if necessary
corrected with a minimal computational effort.

A discussion of other existing and potential solution
techniques is included, with an example of the proposed
solution technique used as a scheduler. Although the
inputs are precisely defined, this paper does not deal with
the explicit fabrication of inputs to the model, such as e.g.
river flow prediction or load forecasting. HRather, it 1is
meant as a method of incorporating those inputs into the
optimum operation scheduling process.
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1. Introduction

A great problem to develop from this industrial era
is the dilemma' of the increasing deménds for energy
and the increasing demands that énvironmental.éualities not
be degraded. As the electric power industry asﬁumes an ever
increasing commitment to resolve the energy supply problen
Vitris subjected to escalating societal pressufes to:
(1) generate reliadbly a suffiéient amount of electricity
to meet any demands,
(2) retain or decrease its price rates, and
(}) mininize the impact of its generation efforts
upon the ecosphere. |
The solution to this problem ﬁill take a long and unremitting
effort frqm all sectors of society. In the long-term (30
‘years) program of action must be included, among many other
things, efforts to develop more efficient means of power |

- generation and more efficient power utilization.l

There

can be no doubt that to reverse the trend of environmental

deterioration a tremendous technological effort will be required.
There is, however, another aspect of the solution to

the 'electric power-environment' dilemma which shodld be

closely coordinated with (and is definitely not meant to be

a replacement for) the technological advances, bdt is essentially

a separate effort. This is the development of methods

t+. A detailed documentation of the course of action required
from technological improvements is contalned in a report by
*Philip Sporn, reference (1).
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to assure the best possible opération of an imperfect power

generation system. That is, until facilities which are
perfectly compatible with the ecosystem are producing all
of our power there must be a method for insuring that the
imperfect plan£s are utilized in the least damaging manner.
This effort breaks essentially into two segments. Fifsf,
the plants must be sited to take the best advantage of the
site options avallable., 2 Secondly, the Opei'ation of existing
systems must be directed toward those objectives enumerated
in the beginning of this section. |

This optimum operation of existing systems 1s the overall
project-béing undertaken in the author's Ph.D. thesis, of
which this study 1s one portion.

1.1 ZProblem

For a‘more thorough description of the part this research
effort will assume in the overall study of 'optimum operation
of existing s&stems' the reader is directed to reference (4).
However, a basic understanding of the interconnections involved
can be gotten from figure 1.14and the‘descriptive outline in )
table 1.1-1;

Briefly, the problem undertaken in this study is the
development of a scheduling and/or simulat;on tool which

prepares, out to an indefinitely far horizon, hourly production

2. This is a problem receiving a great deal of research effort,
gsee for example reference (2). The author's particular project
is also to be used as a simulation technique for the evaluation
of specifically hypothesized expanslon alternatives, as
explained in reference (3).
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GIVEN;

o Generation characteristice Lo

4. Capadbilities and linitations N
4. Types of facilities . -
14. Output capacliies

. 414, Hainterance and refueling posasibilitios

B, Performance’
4. Dollar costs pexr megawatt
i4. Costs of various maintenance and rorueling

Bchexes

111. Adr and wvater emissions per megawatt

2. ?Tranomission characteristics
4, Capabilities and linitations
B. Costs

3. Veather model (probebdilistic)
A, Alr flow and temperature ¢
B. Water flow and temperature
O, Upcoming weather patterns
L}

4, load model (prodabdilistic)
. A, long rcnge
B. Short term forecasts

S. Interregional coordination
4. Power exchanga contract possibilities (probabilistic)
B, Maintenance and production schedules

REZSULISS . .
fo COreatos a variety of optimum naintenance and retnoling
. schedules

2, Optimuz unit comaitment and hourly dispatch strategies

3. Performance in dollar ocosts, reliabdility and environmental
izpact

4. Shows pystem weaknesses, defioiencies and strengths

. 5. V¥akes power exchange contract decisions and coordinates
system efforis with neighdboring networks

USES OF PROGRANM:

f. Creates maintenance, production snd hourly dispatch
schedules

2. BSimulates and evaluates perforzance of hypothesized
.system expansion configurations including gemeration
snd/or transnission additions

3+ Evaluates tradeoffs availadle between dollar costs,
reliability and environaental impact

4, Evaluates the possible dollar cost and environzeatal
‘izpact effects of proposed additions to the system
‘such as pollution abategent equipzent _ -

5. In the .licensing of new facilities (with com=issicas
or in court prcblens):
4, yieclds realistic pollution figures rather than
worst case {igures
B, puts utility in position of defending its choice
from among the alteraatives, rather than
dctending its choice on 1t8 owa grounds alone

6. TYields intangible benefits which result froz= belng
able to egsure tie pudblic and the govern=zenval agencies -
that the system could mot be operating ia a detier
panner

Table 1.1-1 Input-output summary of the overall system
operation procedure, including program uses.
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schedules for a regional electric power pool. These schedules

are to be schemes which optim;ze the multiple-objective
function 1nc1ud1ng reliability, dollar and environmental
considerations. "Optimize" is actually not & correct choice
of words in that schedules which may perhaps be the exact
optimum may in fact be very undesirable. For example, the
mathematical‘optimum might depend for 1ts slight edge over
other schedules upon some very tenuous, unwaverable procedure
over a long span of time. Thus, the need developes for the
use of the term 'quasi-optimal, that 1s, 'in-a-sense optimal!
for, what 1s really sought is a reasonable schedule (or sim-
ulation),'respecting the vagaries of the future by offering |
a number of alternative schemes from each point,

One finai consideration must be mentloned. Due to the
number of ever changing factors which ‘affect the géneration
schedule 1t would be very desirable to have a scheduling
scheme which would be minimally disrupted by changes of the

input factors. To achieve minimal disruption it would be

necessary to decide wilthout comnutationq; efforts:
(1) which future changling factors will be outside
of the concern of the current schedule, and what point
in the future they must be included, '
(2) which factors will cause only slight schedule
variations, and which scheduling decisions_and‘parameters
are most sensitive to these changes, and

(3) which future factors will require recomputation
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of the schedule, and at what point in fime must that
recomputation start, and if possiblé étOp,3 to insure
vthe total inclusion of the changing factor's sphere
of influence.
This then is a short encapsulation of all the demands
which are made upon an ideal generation schedule, and'thus,

represent the gOal for this particular research effort.

1.2 Historical Approaches

With the operation and maintenance costs.accounting
for between 5 and 10% of the utility'sIexpenditures,a'the
economic advantages of optimum production scheduling have
long been recognized. Methods for the effective coordination
-0of reserve requirements, forced outage probabilities and
the millions of dollars worth of maintenance and fuel have
been steadily increasing in complexity.

The proﬁlem of hour by hour scheduling out to a week
horlzon is greatly dependent upon the weekly production
quotas and maintenance schedules which come frdm,schedulers
with longer time spans. Since the unit commitment problem
and maintenance and production schedulers arerso closely

coupled, it is instructive to examine the different methods

3. In generating a new schedule due to changing factors it
would be desirable to be able to deternine at what point in
the future (if a point exists) the scheduling process has
settled back to the pattern of the o0ld schedule so computation
can be stopped.

" 4, See,for example, reference (5).
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of attacking this similar scheduling problem.

Despite.the fact that large amounts of money are
spent on maintenance, for example, a utility with 2000
megawatts of capacity spends in the vicinity of $6.6 million
annually for maintenance,5 there has been eomparitively
little effort put forth for the sophisticated optimization
of the scheduling of this maintenance.

Very early scheduling efforts, when only a few bower
plants were consldered, cénsisted of plotting the amount
of capacity which could be spared to maintenancé and then
iteratively scheduling the largesf facility in the largest
space available. The technidue worked‘well for small systems;
using a minimum amount of clerical help, and had the ad#antage
of more or less assuring that the lafgest facility would
not be squeezed out of its slot, by small»changes in demand.
But, there is no economic consideration iﬁ this techniqﬁe,
that is to say, leveling fhe oversupply is not necessarily
consistent with any system performance measure except possibly
maximum system reliability. And even at leveling the over-
supply, this scheduling technique 1s not necessarily the

optimum procedure.6

5. See reference (6)

6. Oonsider, for a trivial example of the non-optimality
of this procedure, the very simple system with plants of
capacities 4, 3, and 2 to be fit into slots of 5 and 4.
This algorithm would place the largest facility, 4, in the
largest slot, 5, and would thus fail.
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During the World War II hyperintensive energy using
reriod new problems in the maintenance and prodﬁction scheduling
became evident, as explaiped in a 1942 E;ectr;cai Norld article7
by Philip Sporn: |

"The,object of any program of co-ordination of major
unit outage is to maintain the maximum margin feasible
between demand on a system and load capabllity of the
various plants serving the system. For an individual
system this means careful study and evaluation of the
shapes of the annual load and capability curves. The
latter involves taking into account not only seasonal
variations in hydro capabllity but seasonal variations
in steam-plant capability. However, in wartime, with
rapidly growing loads, three other factors have to be
-taken into consideration. These are the rate of growth
of new load, because such growth can overbalance the
seasonal trend factor; the rate of bringing in new
capacity on the systema and the broad integrated,
regional-area picture.

Since World War II,little research has been done on
the maintenance scheduling prdblem. Receiving much more
attention has been the problem of simulating power system
financial operations over the course of the year in a
general probabilistic manner.8 Some of the more sophist-
icated of these simulators recognize the need for having
or creating a maintenance schedule to show the exact
splicing together of the different generation facilitles.
One of these simulators uses a static linear program,9

but unfortunately it 1s not directly adaptable to maintenance

scheduling, being directed more toward system security

7. Excerpt from reference (7).
8. See references (8) through (15).
9. Oontained in reference (16).
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precautions. There is a production cost program1°
which describes a possible modification for use as a
maintenance scheduler. The program uses a dynamic
programming technique, and for large systems (gives
a production cost example using six power plants) suggests
incorporation of the method of successlve approximations11
to keep down the number of variables.

0f the maintenance programs developed as such there
is none'? which includes measures of dollar costs. In
fact before 1972 there weren't any automatic scheduling
mechanisms although the need for such a program had
long been growing. Even among'the few automated schedulers
avallable today none 1s good enough to be popular
and the problem has become so complex that what develops,
as one reglonal exchange staff officer has told me, is a
"horror show."

To demonstrate how 1little this field has progressed,
conslder what 1s done today by thé reglonal power pool NEPEX,

New England Power Exchange. They have been a pioneer in the

use of sophisticated computation equipment for the purpose

10. See reference (12)

11. See reference (17) or reference (18).

12. The author's own counterpart to this study, ref. (19),
does include dollar costs, as well as environmental impacts.

13. Reference (20) in 1970 outlined the need for a good
scheduling algorithm, using a static or dynamic technique,
whichever would resolve the problem.
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of system Operatioh,14 and they are feSponsibie for, among
- other things, the coordination of the main;eﬁanCe of 25

hydroelectric plants, and some 150 fossil ;nd nuclear fueled
-generating stations. So,1in this case, both the computational
ability and the need exist for a viable scheduling technique.
However, their maintenanée schedule comes érom staff members
sitting in monthly, sometimes weekly, meet&ngs studying forms
on plant maintenance needs, Wwhich they have recelved from
the superintendents of production in chargé of the individual
plants. : . )

Within the last year, outside of the author's technique
(reference 19), three automatic scheduling}devises have
appeared in the technical literature. Theée techniques
utilize information on maximum and minimum times for
maintenance, mainteﬁance crew availability; relative
1mportances'of outages, 'must run' geographic considerations,
forced outagZes,15 and pool coordination of maintenance
schedules,. with no consideration for costs, environment,
hydroelectric power, pumped hydro or nuclear plants,
reservoir levels, or cycling capablilities of the configur-
ations. Since none of these schedulers uses any dollar

cost or environmental measures of desirability, they

14. See reference (21)

15. Basically included by the derating of the capacity of
plants, at least this has been shown to perform as well as
any other method, see reference (22)
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search instead within desirable limits of system security.
A comparison of these techniques is made in reference (22)
and with the use of an example comes to the general
conclusion that they are about equally good in levelizing
risk although they use aifferent security measures.
Reference (23) rigﬁres the effective capacities, after
derating for forced outage, and prodeeds to fit in the
largest facility first, as previously described in the
very early scheduling eftbrts.'s Reference (24) goes about
£illing in the scheduling slots in a slightly different
manner. 'F;rst the crews are ranked with those serving the
most capacity considered first. The units maintsined by
a single creﬁ are then ranked from largest to smallest.
Now with this priority list, a branch and bound search is
made considering units in the order that those units
are ranked, see figure 1.2-1 on the next page. The third
of these recent maintenance schedulers, described in
reference (22), uses a sligh@ly more complicated priority
listing, but uses about the same fill-in-the-valley method
once it has the priority list. A search is made for the
unit which, when scheduled out in its optimal‘position,
leaves the highest risk factor for the systemé Thus,:this

like the other techniques, is Just another measufe of

16. A nearly 1dent1ca1 technique uses the ‘capacity times
duration of outage'’ to figure the total shutdown energy
as 1ts measure of the'toughness of fit' for setting up the
priority for filling plants into the schedule.
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Figure 1.2-1 Branch and bound search tefynique used for
maintenance scheduling in reference (24)

'toughness of fitting' a unit into the scheduls.

The schéduling mechanism offered in the author's
previous paper, reference (19), does not require a priority
1ist 1instead it considers all plants simultaneously with
a sophisticated étatic technique which operates within.

a securlty constraint using a dollar cost and/or environ-
mental impact measure of desirability. This method
consliders cycling and base loaded poténtials and computes
figures such as end-of-week reservolr storage quotas,
hydroelectric production quotas, nuclear fuel consumption
quotas, and buy and sell decisions on bulk power contracts.
Because this technique yields these end-of-wéek quotas

it fills needs usually relegated to special purpose

17. PFrom reference (24).
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computer programs. For example, there is no need for
a separate nuclear fuel relegation compt.l'oa.tion,"8 or for
separate computations of the weekly reservoir levels
at which to be aimed.!'9 It must be considered that these
'separate speclal purpose programs cannot be perfectly
spliced into a maintenance schedule, unless numerous
iterations aré performed between these separate procedures
until they are in exact accord. Thus, a single program
which incorporates these other problems must be considered
to have anvimmediate advantage. |

Especially since World War II, nearly every optimiz-
ation technique avallable has been tried on the unit
commitment pfoblem, where every hundredth of & percent
improvement in scheduling can mean lrbrallythoﬁsands of
dollars in savings. Nearly all of the successfui unit
commitment solution techniques have relied upon the
extension of the incremental cost scheduling methods used
in minute to minute economic dispatch.ao Cther dynamic éolution

1until

approaches, such as dynamlic programming, work well2
a large number of plants must be considered. Dynamic approaches

with probablilistic load meeting requirements have also been

18. Such as is in reference (25) or reference (26).
19. Such as is presented in (27), (28) or (29).

20, See references (7) and (30).through (33).

21. This opinion is contained in reference (34).
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considered.22 A limited amount of research in the use of

the maximum principle is available in print, and, at least

for the economic operation of hydroelectric plants seens

to enjoy the advantage of greater accuracy than is available

with dynamic pfogramming.z3 However, outside of other

weaknesses

24

that these techniques have, they may give

rise (2s do many dynamic techniques) to unstable or

unrealizable solutions and may require tremendously

complex solutions, such as two point boundary value

problems or conjugate gradient searches for optimization

of Hamiltonians, see figure 1.2=2.

IMTEGRATE OVER

*T INTERVAL At

I F STATE COHSTRAINT

ESTIMATE RAXINIZE THE
STARTING HAMILTON I AN
VALUES USING HON-
FOR ¢. ,v LINEAR
1o PROGRAMMING
D> =g
t=t MODIFY y,  AND

Vg USING SOME
POLICY

. -8,

ACTIVATED SET
CORNER COHDITIONS

£

NO |

NO

\

ARE TERMINAL SURFACE
EQUATICHS, CORHER
COHDITIONS SATISFIED

7

YES
EMD '

Figure 1.2-2 Computational proccedure for the solutlog of
the unit commitment problem via the Maximum Principle 5

22. See refs. (35), (37), (38),or (28) with method in (36).
23. Refer to references (39) through (44).

24, See reference (45) or (46).

25. Excerpt from reference (47).




2l

Static techniques also have been developed, with
varylng success, for solving the unit commitment ﬁroblem.
Over a daily interval, use of an interruptible gas
sdpply hés béen‘considered.as' Integer programming27 éﬁd
mixed integer prograﬁming28 have been attempted for thé
solﬁfion fp this probiem{ but because of the dynamlc progrém-
~ming nature required to consider probabilistic'demand cufves
and the more or less continuous nature of maﬁy of the vafiables,
these techniques fall prey29 to the same dimensionality and
maénitude problems that plague the dynamic programming
.techniqués. Other techniques that have been tried are
gradient search 30 and minimum norm contraction'mappings,3'
but neither approach appears to be promising for use over
longer than daily time spans with large systems, that is,
in a large week-long unit commitment problem.

However, to start at the beginning historically,
-the first realization that the unit commitment'problem,
with its particular startup and shutdown costs, should

use a technique different from the usual incremental

26. See reference (48).
2T. This application was done in reference (49).
28. See reference (50).

29, See reference (51), page 321 for an authority for,
and explanation of this opinion.

30. See references (52), (53) and (54).
31. See reference (100).
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cost technique, was in 1959, reference (55).32 Previously,
using a straight incremental cost computation,'when a
plant dropped to 10% to 25% of 1ts rated maximum capacity
it was dropped entirely from the system, because this
was considered to be the point at which the fixed operating
costs were making it too expensive to operate this plant.
The first unit commitment scheduler, as the load was
‘decreasing, would determine the shutdown of generators
based on the considerations:

21; minimum down time

2) startup cost

and (3) plant efficiencies.

' According to these considerations
the scheduleé would build up a strict priority of shutdown
"rule" for different "seasons," i.e. different daily
load shapes, by considering whether or not it would be
possible to .restart the next most inefficient piant by
the time the load again reached its present 1evel, see
figure 1.2-3 on the following page. Then it would compute
whether or not the startup cost would wipe out this potential
savings. This particular technique did not consider any
possibility of épinning feserve requirements, hydroelectric
or nuclear power, pumped hydro or gas turbines taking up
slack, nonlinear loading curves, or a difference between
startup and shutdown priorities, so other schemes

followed.

32, Another that followed soon after was ref. (s6), 1960.
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Figure 1.2-3 First unit commitment 'shutdown' rule
involved turning off specified plants when certain demand
levels were reached, reference (55).

Slightly more acouracy is obtained from a later work,
reference (48) in 1965, in that spinning reserve, possible
limitations of fuels (in particular gas), multiple daily
shutdown possibilities (by defining unit commitment ‘'day'
from peak tq,peak), and different startup and shutdbwn
orders are possible. This method still, however, reduires
a priority of unit removal, and the removal of those uhits
is Just made so as to not violate the daily load forecast
demands, see figures 1.2-4 and 1.2-5 on the following page.

As more and more features were incorporated into the
unit commitment problem, solution techniques were not
capable of handling all of the complexity. Many techniques
which then came into general usage were heuristic approaches
which compietely subdivided the problem into separate
efforts for pumped hydro scheduling, hydro scheduling, etoc.,
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Figure 1.2-5 Definition of a unit commiﬁmegg ‘day' for
use in the case of multiple daily shutdowns :

and_after these p:oductions had been deducted from the
.1oad-to-be-met,fossil fueled thermal power was added in
quantities just.sufficient to meet the system securlity
constraints, see figures 1.2-6 and 1.2-7. Although these
are relatively crude methods for the inclusion of hydro

and pumped hydro, thay were much better than not considering
these aspects at all.

33. Prom reference (48), page 420.
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Pigure 1.2-6  Heuristic approach to the scheduling problem
completely decomposing system into its components, ref. (57).
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34. PFrom reference (58), pa_e 1380.
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The latest dynamic techniques, while they can deal
with complex, nonlinear conditions, and prodabilistic
methods, nevertheless require discretlization of the
operating states, fake incremental costs for pumped hydro,
hydro, and nuclear power,35 and must search over a good
portion of all possible ways of operating the system over
| a week, OR they must seek théir optimum in a function
space. For handling specific parts of the unit commitment
problem these techniques can be workable. Thus, the
method of attack they usually employ is to.sectlon out
the hydro or pumped hydro aspect.of the problem, either
requiring a pseudo-incremental cost for water,36 or
computing such an incremental cost and iterating between
the hydro or pumped hydro and thermal parts of the problem
until the incremental costs match,37 see figure 1.2-9
on the following page for a pumped hydro - fossil .
incremental cést comparison.

These hydro and pumped hydro incremental ¢ost
arguments have been extended to the monthly planning of

water power usage 8o weekly quotas could be developed for

35. Unless they meet quotas such as is presented in a
production scheduler, like reference (19) has, and even then
this would tremendously increase the number of discrete
variables and thus astronomically increase the total

number of possible operating combinations for the whole week.

36. As in reference (59).
37. See reference (30), or (60) and (61).
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unit commitment schedules. Here, typically,39lthe hydro
power is planned to shave off the extreme peaks, and
the pumped hydro is then used to levelize the remaining

demand for power, see figures 1,2-10 and 1.2-11.

Time

Area W = Hydro end diversity interchange energy = r(k)

Pigure 1.2-10 Incremental cost technique for monthly
placement of hydro energy utikization, assuming this to
be the cheapest form of power*O

38. From reference (62), page 27, although this particular
curve was meant to be a dispatching tool. ,

39. See, for example, reference (29).

40. Prom reference (29), page 28.
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Y(@) = distribution of load during month k

8= Percent Time

Al area = pump storage generation energy
A2 area = pumping energy = A1/EFF

Pigure 1.2-11 Monthly placement of pumped storageveﬁergy
utilization after hydro has been removed from scheme*t

The reason for the heavy concentration of effort
~on the optimization of hydro power is the large amounts
of money which can be saved by proper treatment of this
particular pfoblem. Refer to figure 1.2;12 to see the
tremendous difference in operating prbcedure that can -
result from a2 detailed optimization of hydroeiéctric
pover usage. . _

There are a number of dynemic solution techniques
which avoid the problem of requiring pseudo-incremental
water costs. Some of these techniqueé, such as the
Maximum Principle in reference (64), cen even treat
| the problem of delays of water from one reservoir to
another on the same water system.42 This hydraulic

delayed coupling can be a significant'factor at some

41, PFrom reference (29), page 28.

42, Although (65) offers a less difficult solution
technique than that proposed in reference (64).
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Pigure 1.2-12 Comparison of an actual,K operation schedule
and a hydro-thermal optimized schedule#3

sites,44 particularly where small streams are the water
carrier, buf’apparently this is not frequently a large
enough problem to warrant the use of the numerical
complexity involved in functional analysis on a large
system (especially considering that this problem can be
modelled in a linear programming framework).

Another more recently developed dynamic technique
using incremental costs sections off the system reliability

problem, rather than the hydro aspect, as the angle from

43, From reference (63), page 47.

44, See reference (66).
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which to attack the unit commitment problem. Figures

1.2-1% and 1.2-14 show a method?

which removes each
plant, one at a time, for as long as it can be kept
out of the system without violéting the comtraint on
the security measure, and finds the one plant which
realizes the most savings. It then removes this plant
and starts again to find the next plant to'take out.

Por a large system, the number of examples which must be

2600

INITIAL  FEASIBLE SCHEDULE

2200 - ‘ 4

2000 -

1800 |-
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SYSTEM
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1600 |- .
1400 |-
1200 b=
1000 |-
of!lllLJlllllLlllLJlllLJll
3PM 6 PM 9 PM 12 MID 3AM 6 AM ‘9 AM 12N 3pM

HOUR OF DAY

Figure 1.2-13 Demonstration of the Lteragive method of
plant removal using a security constraint

45, See reference (67), also used in (68) and (69) with
the technique described in (70).

46, PFrom reference (67), page 1387.
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Figure 1.2-14 COomparison of strict unit pr%&rity method
to the security function constrained method
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considered can be substantial,'and nevertheless, none

- 0f these fill-in-the-valley one at a time programs can

select the best schedule, or even an acceptable:schedule,
except by 6hance.48 |

A number of nonlinear solptions to the unit commit-
ment problem have been proposed,49 but these perform

much better in on-line dispatch tasks, and involve

47. Prom reference (67), page 1387.

48, See footnote 6., on page 16 for a proof of non-
optimality and non-viability of these techniques.

49, See references (33) anu references (71) through (78).

3PM
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t00 much computation for large (100 plant), week long,

unit commitment prodlems. A nonlinear method3Q which

goes so far as to include startup and shutdown xrates,

uses local linearizations to solve the nonlinear formulation,

see figure 1.2-15

3 BN

A T T »
7, Max : N Z = const.

'

Al"' vorking point

=i-1—%f | N
I \

/ A3 \7 A2... partial optimum after
min | /1- A the first iteration
' b A partiol optimum after

L o

. P - 3°°° {he second iteration
finwn 2min Py ’ *

Figure 1.2-15 Method of optimum seeking using local
linearizations of the nonlinear objective function5!

Unfortunately, there 18 no proper provision for
shutting down plants (this could be alleviated by the
addition of intéger variables) because this technique
uses an unclear rule for shutting down plants, called

"costly generation,"

which fall below minimum output
requirements. |

The static techniques, of which this study is one,
appear to show the most promise for fast,'accurate
solutions to large unit commitment problems. Static

studies previous to this current project were, unfortunately

50. See reference (79).

51. From reference (79), page 18.
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forced into the use of pseudo~-incremental costs or
pseudo-limitations for the use of water (or nuclear)

power. The first static technique, reference (49),

severely restricted itself by using pure integer program-

ming. Thus, there was no room for any continuous variables.

The display of typical incremental costs for individual

power generating units is given in figure 1.2-16.
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Pigure 1.2-16 Incremental costs of power plants in
integer mode formulation52

The integer solution technique, the tableau method, is
very slow aﬁd cumbersome, involving rotations about
each non-integer coefficient in the solution space.

A mixed integer formulation, in reference (50),
does allow for continuous variables, and uses the much
faster branch and bound solution method, but runs into
dimensionality problems. There is no algorithm presented
in that paper which facllitates the cutting up of large,
week~long problems into reasonably sized chunks. Also,

& discretization of the probability load curve, see

52. Prom reference (49), page 730.
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Figure 1.2-17 Discrete breakdown of the probabilgstlc
load forecasts for use in a mixed integer program 3

figure 1.2-17, forces the solution to be computed for
every combination of load probabilities, an astronomical
number, e.g. five discrete load probability levels for
each of the 168 hours of a week would lead to 5168

(more than a googol) different demand curves which must
be scheduled. A very good mixed integer formulétion is
contained in reference (80).54 Unfortunately, since

the time intervals that are considered are slightly
more in the dispatch area (minute to minute) than in the
unit commitment (hourly), transmisslon effects are
included (10 nodes). The complexity added by this

inclusion forces a breaklng up of the problem into

53. Prom reference (50), page 1969.

54. This technique is more fully described in reference (81),
originally from %82), with a corresponding dispatch

technique described in (83), and the splicing together of
these different hierarchies described in reference (84).
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separate thermal and hydroelectric studies with an

eventual splicing. The mixed integer formulation is

thus reduced to the task of computing incremental costs

(using the dual variables) and thus is very similar to

the early simple incremental cost techniques. There

are a number of other weaknesses; pumped hydro cannot

be considered, hydro is used only to "levelize" thermal

outputs i.e. peak shave, no hydro network transmission

is considered, each fime interval 1s considered separately

and then spliced to the others, there is no provision

for bulk power purchases, and individual plant loading

curves can only have one, linear, incremental cost

segment .22 ‘ | o
Moviﬁg'nOW from the unit commitment problem to

the dispatch‘problem, there are such a number56 of these

minute by minute dispatch techniques that if it is

desirable to find a8 method which splices together well

with the unit commitment technique, then it can be found.

For example, there are several static programming dispatch

methods .27

55. It appears that this 1naccuraté linear loading
curve requirement would introduce more error than could
possibly be gained in the consideration of transmission
losses.

56. Some include references (85) through (92).

57. Some are reference (54), references (93) through
(99), although (99) is more of a fuel management trans-
portation and consumption model.



Only two of all of these dispatch methods (and no
unit commitment or maintenance methods) include any
consideration whatsoever for the environment. The first
of these two to appear, reference (101) in December 1971,
uses nothing more than an lncremental cost dispatch,
where instead of dollar costs it uses tons of nitrogen
oxides which go up the stacks. So, replacing the dollar
versus megawatt ioading curve, 1is a %ons of Noi versus
‘megawatt' curve, see figure 1.2-18. Slightly more realistic
than this is the study hypothesized in reference (102),
July 1972. This technique uses wind directions and

Gaussian dispersion models to predict the superimposed

30

N
(o]

L4

NOy TONS PER HOUR

o

100 200 . 300 ‘
NET MEGAVIATTS '
B DWP TEST DATA

() APCD DATA
Figure 1.2-18 Tons of NO_ versus megawatt loading curve

for a power plant, DWP 12%a Los Anggles county government
test, APCD a U. S. government test

58. PFrom reference (101), page 2653.
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Figure f.2-19- Hypothetical fepresentation of pollution
sources agg points at which concentrations are to be
" predicted~>” - '

concentrations at one or two points from all power
generation pollution sources, see figure 1.2-19.
Otherwise, the solution technique is identical to

existing diépatch mechanisms, using incremental pollution
concentrat@ons at selected points rather than incremental
dollar costs.

So, in summary, there exists no unit commitment
scheduling techniques which can handle week-long problems
with optimal or near-optimal results. The dynamic
techniques require crude discretization of individual
plant output levels, and then still must search over

enormous numbers of possible solutions, even for a single

59. From reference (102), page 2.



day of scheduling. Static techniques also fall prey to
the huge number of possibilities which exist over the
course of the operating week, and if they do not use

some integer variables, then they also require excessivé
simplification of such problems as minimum power outputs.
Obviously, both techniques fail in that they cannot

make firm declsions as they proceed through a week, or
even & day. Heuristic techniques made specifically to
cut the problem down into separate components, and
usually smﬁller,time horizons, can not approach optimality
without tremendous numbers of'adJustments back and

forth between these separately considered - but qbviously
coupled - por%ions of the overall problem. So what

is needed is a technique wﬁich can step along,,making
£irm decisions as it proceeds, while keeping week-long
problems in mind (e.g. weekly quotas or pumped hydro

V'cycles), and which can consider all the intercoupled

aspects of the problem simultaneously, e.g. thermal
power outputs, hydro outputs, nuclear outputs, reservoir
levels, pumped hydro usage, and overall system security
requirements. | » _

This unsolved problem is further compliqated by the
pressing environmental issues. A. H. Aymond, head of the

Edison Electric Institute has pointed out_that ”the days

~are gone when a utilityman could sit confident that power
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is an undebatabdble blessing, accepted without argument or
discussion by the_people."60 Thus, what 1s‘requ1red
now is a sophisticated technique which ineludes both

economic and environmental performance measures.

1.3 Results |
The results of this research project include:
(1) a modelling of all the components of the scheduling
problem, -
(2) 2 solution technique which reaches the desired
qu&si-oﬁtimal schedule and requires minimum read just-
ment for changed input factors, and

(3) a ‘computer program realization of the solution

technique, with a sample problem.61

1.3.1 Model Description
The model for the generation scheduling problem is set

in a linear framework. Although this format is somewhat
constricting upon some of the nonlinear scheduling factors,
for the most part the nonlinearities approach linear functions
before the scheduling decisions are made.

The forecasted demand to be met by the schedule is assumed
known, and the necessary reserve requirements are included

in the demand which must be met. Adjustments to the demand-

60. Excerpt from reference (103), page 52.

61. For the comparison of the quasi-Optimum technlique to
the optimum see reference (19).
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to-be-met curve are made for fixed and flexible interreglonal

power exchange confracts, probabllistic emergency support

and 1nterruptib1e loads. The solution technique makes declsions
about which contracts to honor, and extent to'which variable
contracts should be subscribgd, as well as 1ndications of

- when oversupplies of.power'are available for bulk interregional
sale possibilities. Contract possibilities are enumerated

even af times when the reglon has no oversupply.bf powver,

with the final schedule jiélding a list of all the intervals
and the cost of.producing more power in those 1ﬁfervals.

- Also, the cost of meeting extra unexpected demandé is produced
for each interval, pointing out the times when 1t might be

prudent to overéstimate the reserve requirements.

The capabilities of the generating system in the
model are time-varying to account for the weekly variations
in output capabilities. Capacities of the plants are
derated to the extent that they incur forced outages,
or to the extent that they are debilitated during repair
of support equipment. Each generating facility is fit
with a piecewise linear loading curve, including provisions
for minimum operating capacities. Rather than having_a
loading curve, the pumped hydro plants are operated |
‘under input pumping efficiency and output efficiency
models with appropriate constraints on water usage,

reservoir levels and output capacities. Quotas are obtailned
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from the maintenance and production scheduler (reference
(19) ) for the weekly targets of nuclear fuel consumption,
hydro reservolr usage, gas contract limited energles,

and pumped hydro reservoir level targets for thg end

of the week. Penalties or rewards are aVailaﬁle for
deviations from these target levéls.

A nonlinear startup cost is used to accurately
predict restart charges based upon down times, and
provisions are made for minimum down times, and startup
rates. A single measure of spinning reserve 1s presented,
although.it 18 just as easy to introduce a second
measure, e.g. one minute and five minute reserves
(that is, spinning reserves available with that much
advanced notice). '

Geographic constraints, viz. 'must run' plants
or minimum capacity requirements within a sector, as well
as a certain amount of transmission limitation and
losses, can also be modelled.

The time intervals vary in size over the span of
time covered by the scheduler. As less information is
khown about the future, this changing size interwval _
(from one hour long to eight hours long) insures that
equal weightings are attached to equal amounts of inform-
ation. This scheme 1s also used to reduce the number

of variables which must be considered.
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>The quality measure of:the simulation is measured in
both dollar costs and ecological impact consequences, and
'the usé of the presented solution techniques results in the
determination of all possible optimum pairings of § to impacts
ranging from the minimum cost end to the minimum possible |
ecological impact for a given reliability level, (for more
of the very specific scheduling and simulation studies

performed with this scheduler refer to reference (104) ).

1.3.2 Method of Solution

Thé method for the solution of the proposed model is
a dynamically evblving decision process which uses mixed
integer programming to make current decisions and linear
programs to keep the future system within 1ts restrictions
(but not forcing decisions for the future system). This
is then a quasi-optimal sequential process which requlres
operator participation at each iteration (about six hours
covered per iteration).

A decision field is defined which includes all decislons
within a time span (about 81ix hours ) as well as those outside
the span which are directly or importantly coupled to the
current decision-making process. Those firmly detérmined
decisions within one field are fixed, and the process passes
to the next field (which overlaps the previous fileld slightly

in time).
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Select economic~ environmentale-
security conctraints 2nd/or
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scheduling problen
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security ~
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- - ~———— | £field and fix _|}|this fileld and
those which ar% fix all thet
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Figure 1.3.2 Flow chart of the dynamic evolving mixed integer
program used in the scheduling process.

62. Here terms such as
refer to closeness to t
the propensity to change,as measured by the

dual problem.

indirectly coupled and firm or uncertnin
he optimum supporting hypcrplane,or

solution to the
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When used as a scheduling tool it 1is only.necessary
to proceed far enough in the seQuence to fix the current
decisions, usually only two or three iterations. As a simulation

tool, the model must be iterated over the entire time span

in question, but has the advantage of computation time required
being linearly (not exponentially) dependent upon the span
‘of time considered.
'Recomputation of a schedule due to changing factors
requires a minimal computational effort. The dual solution
to both the mixed integer and linear programs presents a
sensitivity measure of the decisions to various changing
input parameters.(such as changes 1in forecasted demands,
river 1efels,.or new or bought capacities becoﬁing unavailable).
When it is determined that a recomputation is required, the
solution to the decislion fields previous to the disturbance
can be salvaged intact, and.if 1t happens that the perturbation
has a short;lived effect, the old solution can be reclaimed
for some of the future decision fields.
A solution to a small (eight power plants over one
week) sample problem is presented. This demonstration
system is meant only for giving an initial feel for the
capabilities of the scheduler. A test of the validity
of this quasi-optimal technique has already been performed
in reference (19). The extensive use of this mechanism

as a simulator and a scheduler on numerous sample probiems
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is presented in reference (104). The tools required for
the manufacture of the input data, such as load forécasters
and river flow predictors, are available from other
sources, with the quantification of the environmental
impact to the air and water being presented in references
(105) and (106); ‘Thus, this paper is meant primarily as

a detalled description of the modelling of the scheduling
mechanism itself.

1.3.3 Computotional Feasibility

Because this problem has been set up in a form for wﬁich
the integer decisions are all bivalént, the computer time,
and thus costs, are small. Besldes the fact that with the
pseudo-Boolean constraints all integer solutions are on the
corners (the linear programming simplex methoﬁ geeks out only
corners) of_the space of feaslible solutions, the problem
setup has a distinct mutual exclusivity, ile. 'multiple choice,'
characteristic which decreases to a émall fraction the time
required per integer decision.

Almost every computation facility has available the
linear and mixed integer functions used in the solution
technique presented in this project.63 If, hqwever, the
facility to be used does not have sufficient capability

there are a number of simplifications, in the form of

63. It would be possible to create a fairly good schedule
without the mixed integer subroutine, i.e. with the linear
and dual solutions alone, see reference (104) page 81.
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approximations, which can be made, e.g. the decision

fields could be cut in size.

1.4 P;esupposiﬁlgns
The most widespread assumption of this approach 1is

the assumed linearity of the problem form, or to be more

precise, the plecewise linearity and integer form.

Portunately, however, most of these approximations, if

they prove to be too inaccurate,can just be modelled with

further segments added to the plecewlse linear model.

Exceptions, such as the synergistic ecological

effects of operating two plants in close proximity, can be

dealt with to6 a certain extent by overestimating the costs

of each plant operating alone, and.pfeserving the linear

pattern. In general, the solutions of nonlinear problems

with the diqgnsionality considered here, are either not comput=-

atlonally feasible or are prohibitively time consuming procedures.

One nonlinear possibility, however, for future considerations

in this research area, would involve a linear problem setup

with a nonlinear objective function§4
In the problem modelling process there have been many

assumptions and approximations. For example, the reserve

64, It is hizhly unlikely that attempts at problems which

are either not quadratic or are inseparable iwould be frultful.
The most likely candidates for nonlinear objective functlons
would be those which were counvex in nature, although even
convex functions are fairly time consuming for linear progranms
to handle, let alone mixed integer programs.
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requirement is assumed to be a function of the loéd and not
of the plants in use at that particular éime (which would
have caused a nonlinearity). Similar linearity assumptions
are explained throughout Ghapfer 2 as they aré introduced
into the model. _ |

' There is in this project no attempt to level the
oversupply of power, that is, above and beyoﬁd the demand
plus reserve requirements. If the reserve is not felt to

be adequate it can be pushed up (untll it is at a level where
Fhere 1s no feasible schedule in which case the €-optimal
éolution'is found), and in this way any particular desire

for leveling the ovérsupply can be met. Any intervals for
which there 15 particular concern can be granted extra édded
reserve allbtments.

| Porced outages have been averaged in as percentage plant
‘capacity deratings§5instead of being treated provabilistically.

No attempt has been made to refine the time intervals
down beyond nne hour. Further refinements are possible,
though, within the framework of the model.

Of course, the piecewise linearization of the plant's
loading curves is an approximation to the actuél nonlinear
curve, but considering that most techniques can use only
a single linear loading curve, this represents an improve-

ment over many existing schemes. Plecewise linearization

65. There is some evidence which supports the contention
that this adds negligible inaccuracies, see reference (22).



52

of thelvariable head effects on reservoir power productions
is also an improvement over tﬁe linear schemes which
have proved to be acceptable.66 A transmission loss
model is descfibed, but has not been developed fully
because of the negligib1367 addition in accuracy to
& unit commitment scheduler that modelling of transmission
1ncorporatés, hamely that the small improvement 1is
lost compared to the load prediction inaccuracles at
this time scale. |

There are a number of future studies which could
be carried out to refine this particular research
project. Examples of some of these studlies are the
study of the'possibilities for and effects of the
inclusion of a more probabilisticallj oriented security
assessment model, or the clarification and further
definition of the precise role played by the dual
space, 80 as to hopefully allow its inclusion in the
rigid, mechanical algorithm, 1f this is deemed desirable.
0f course, one obvious need for further work in this
area 1lnvolves ﬁhe development of a minute by ﬁinﬁte
dispatch technique which includes environmental as well
as economic asseaaments»of operating consequences.

Without such a dispatch scheduler tuned to the same

66. See, for example, reference (27).

67. This contention 18 con.ained in reference (79) on
page 4.



-53-

economic-environmental-securitj objectives as are aimed
at in the unit commitment scheduler, much of the gain
predicted by the unit commitment mechanism will be
lost.
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2. Model

In formulating the model for this scheduling problem
it is not possible, and in fact not as instructive, to remain
completely impartial to the theoretical and computational
feasibilities of the various setup's solutions. The fact
that abstract formulations do shed light ﬁpon the varlety
of poésible solution techniques 1s granted, and fof this
reason 1s discussed in section 3.1. However, when aiming
at a clear portrayal of the problem, it is best wherever
possible to deal with physical or visualizable quantities.
Inevitably implied in such a detailed problem formulation
is a solution'technique. And that this problem setup seens
éonducive to & dynamically evolving mixed integer program
should not be viewed as a contrival intended to make this
seem like the 'obvious' technique, but should be considered
a forésight to the results of the survey of possible

optimization methods.

2.1 sttem.Reguirements
A logical first'step in the formulation of a systenm

model 1s a detailed study of the reduirements imposed upon

that system from external sources. For this problem, phese
exogenous demands are in the form of minimum constraints

upon the output, such as meetingball requests for energy

with good quality (i.e. constant voltage), reliable electricity,
and in the form of a minimizction of the inputs, that is



payments from cﬁstomers and usage of the environment.

By incorporating within the systeﬁ, endogenously, the
predicted demand levels and the fixed reliability requirements,
1t is possible to measure the 'performance’ 6f the system
in terms of its decision making alternatives alone. Section
2.5 on performance levels deals with the collection and weighting
of the various input terms, and the remainder of this section

deals with the endogenous incorporation of the output' demands.

2.1.1 Power Demands

Power demands will be defined as'encompassing any
demands made on the power pool which are definitely
obligatory. ‘All non-binding contracts between regions
and any 1nterrupt1bie loads will therefore not be
included here. Refinements which are to be made of
the 'power demanded' before 1t caﬁ be used directly in
this model a;e outlined in section 2.4.2. Section
2.1.1 of reference (19) gives a detalled description
of the 'power demand' components, and thus this will
not be repeated here.

Although the means are avallable, the forecasting
of the probabiliétic power demand curves is not within
the scope of this study, and thus the load forecast will
be considered as an input. It is, however, important to
have knowledge of the factors which confributg to the

load forecast. For example, techniques are avallable
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which incorporate within the load forecasts the weather

68 This weather

factors which might be of importance.
information is necessarily included in the prediction

of environmental factors as well, thus any parameterization
of weather factors to gain insight into the weather
sensitivity of any particular schedule must show
simultaneous changes in the environmental impact factors

as well as the power demand.

2.1.2 Relisbility Requirements
The.ferm 'reliability' is fully described in section
2.1.2 of reference (19). Briefly, it should here be
noted that for this unit commitment problem the reliability
measure will be satisfled by meeting a pre-forecasted |
demand—to-be-metvlevel compﬁted from the probabilistic
demand curve. For example, the demand-to-be-met level
could be thé’expected ﬁower level plus four standard
deviationsvof the pover demand level. If a then computed
schedule does not meet a certain security standard, the
demand-to-be-met can be increased - either in the intervals
of the securlty problems or over the entire schedule.
Reliability levels are further affected by the
amount of spinning reserve required of the systen, these

spinning reserve requirements are described in section

2.4.2,

68. Such a forecaster is documented in reference (107).
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2.2 System Capabilities
From section 2.4.2 can be obtained a number of megawatts
P(k) which represents the power level in the xth interval
which must be supplied by the system in order to realize
the prespecified reiiability level (thus P(k) includes
reserve requirements).
If PAi(k) represents the capacity of the 1th plant
in the x®B interyal (derated to average in the effects
of 1ts forced outage rate, if necessary), and 1f
'0 if the plant 1 is not operating
during interval k
UPi(k) = 4 22-1
otherwise, between

O and 1, denoting the fractional
{ portion of the plant in use

then for the system capacity
in the kth interval to at least meet the demand level

Z [PAi(k) 'UPi(k)] > P(k) 22-2
all 1

2.2.1 Gapacity Levels

Derating of capacity levels due to reserve requirements
is explained in section 2.4.2. There will, however, be
additional times when it will be'necessary to derate the
maximum cepacity ratings for generating units, for example,
derating may result from the scheduled maintenance of

generatdr support equipment. For the most part, however,
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capaclity 1eve1s are relatively unchanging and can

be treated in the ways described in the following sections.

2.2.1.1 PFossll Fueled Units
Fossil fueled units can be described by their owm

particular capacity, or loading, curve.

Cost, Q

co$°f£= — Power, PA

.PO .Pi P2 P3 Py
Figure 2.2.1.1-1 Piecewise llnearization of a megawatt
power versus cost loading curve for a fossll plant

A 3
ad v

Pirst, 1t should be noted that the 'cost' in figure
2;2.1.1-1 may be elther in dollar or some sorf of
environmental impact units. Secondly, there may be
some power demand made by the facility even in the 'off’
mode, thus P, may be negative. And, there is likely
to be a cost associated with the plant being in the
‘orsg! poéition, thus, O, may be greater than zero.

These costs, however, may be assumed to be fixed, for
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they are not affected by the scheduling procedure.
It is the quantities 01-00 and P1-Po which will be the
important quantities in any decislions concerning plant
operation.

For fossil fueled units using gas supplies there
is the possibility of gas usage contracts either limiting
the supply of gas and/or outlining a variety of fuel costs
for various amounts of dally or weekly usage. An example
of a dollar cost-gas usage curve over a time period

(such as a week) 1s represented in figure 2.2.1.1-2.

Cost

Total Gas
Consumed
+ 4 I
lower quota upper
limit 1limit

Plgure 2.2.1.1-2 Dollar cost-gas usége curve which might
be represented in a gas supply contract.

2.2.1.2 DNuclear Energy Relegation

Assuming that weekly nuclear energy usage quotas

have been computed by & maintenance and production



-60-

69 the unit commitment scheduler 1s responsible

scheduler,
for determining the hour by hour usage strategy for
thislnuclear fuel so as meet these weekly quotas.
However, for there to be & meaningful coﬁpling beﬁ%een
the unit commitment scheduler and the maintenance and
production scheduler .1t is essential that the unit
éommitment scheduler not be totally constricted to a
perticular nuclear fuel weekly quota. Instead, within
the unit commitment scheduler should be a mechanism which

represents the appropriate penalties for not hitting the
exact weekly quotas. Such a mechanism might be of the

Obst
A

/
/

slope equals
incremental cost

of nuclear fuel

as represented in

~ dual solution to the
production scheduler

Nuclear -
Energy
. X , Usagg
lower quota upper
limit limit

Pigure 2.2.1.2 Penalty function representation for
consideration of discrepancies between fuel usage and quotas.,

69. For example, a scheduler such as is described in
reference (198.,
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same form as the gas contract quota diagram, see figure
2.2.1.2. | |
Also to be/considered 1n.the scheduling of nuclear

reactors are certain costs contingent only upon the on
or off mode of reactor operation, or costs which may
be dependent upon the entent of Operation,'butthgse
costs are easily modelled in the linear - integer format.

A It will be mentioned here, and not again in the
hydroeléctric section, that there may be consequential
energy losses assoclated with the startup of fa¢ilities.
In fossil fueled plants this can be considered as & pure
dollar loss (assuming there is no inventory of fuel),
but for facilities which must meet a weekly fuel quota
these startup energy losses must also be 1nc1ﬁded in the

total weekly fuel usage.

2.2.1.3 Hydroelectric Capabilities

Because the maintenance and production scheduler
Yields hydroelectric quotas, ;n addition to the nuclear
quotas, the same requirements apply here as are described
in éection.2.2.1.2, including the end-of-week ¢isbosition
allowance penalties or rewards (like those displayed
in figure 2.2.1.2.) The comménts on operationAcosts
are also applicahle here.

Bquations for the treatment of reservoir pondage

accounting, 1hc1ud1ng water inflows, spillage, and other
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resexrvoir peqﬁirements are given in section 2.2.1.3
ot reference (19), and,thus, will not be repsated here.
A problem inherent to hydroelectric unit commitment
is the possibility of reservoir levels being close
enough to upper or lower limits so as to require monitoring
of the level during the scheduling process. This can be
easily handled, however, by setting upper and lower
bouﬁds on the.value of the reservoir level.

A more difficult problem peculiar to the hydroelectric
sltuation is the effect of water pressure on the efficiency
of powef production. This effect, usually called the
effect of varieble head sizes, can be piecewise linearilzed
if it is conéidered to be of signlficant importance.

This can be accomplished by, in effect, defining different
reservoirs assoclated with different sections of the

head. The hydroelectric facility will then automatically
deplete the higher, more efficient levels first. Oare
must be taken to preserve the proper loading order for

the inflowing water. The only way this can be done,
without the use of integer variables (in the Same manner
as the fossil fueled plant loading orders), is by assuming
a knowledge of the approximate levels of the rééervoif

beforehand, and then inflowling into the proper stages.79

70. This level approximation may not be a difficult task,
especlally in large reservoirs, because reservolr levels are

known for the beginning and end of the week. Of course, if

levels are known accurately then efficliencies can be changed.
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2.2.1.4 Pumped Storage Constraints

The equations required for keeping track of'a pumped
stqragé facility are presented in section 2.2.1.4 6!
reference (19), so here they will only be quickly
reviewed.

Assuming HL(t) is the water level for hour t,

_ then the pondage accounting equations are

GH(t) - PA(t) + (inflows) - (spillage)
| + EL(t-1) = HL(t) 2214=1
where GH(t) is the amount
of water pumped into the facility and PA(t) the amount
drawn out for generating. 0f course there are aiso
physical limifétions to each facility, such as .
| HL(t) £ T 22142
where T is the total storage
capacity of ;:he unit. ' -
The quantity PA(t) will then be put toward the
total system production in interval t after it has
been appropriately disproportioned  for conversion
losses. Likewise, GH(t) will be drawn out of the system's
power production and must also be ad Justed for conversioh

losses.

2.3 Star Cost

In general, there is a cost associated with turning
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on a particular facility which will vary with the}amount
of time that that plant has been shut down. This cost
is directly related to the cooling rate of the boilers,
which 1s exponential in shape, see figure 2.3-1.

#o
g
i

Pigure 2.?-1 Starting costs as a functlon of previous
down timell '

- —o—————— o pr———

‘Down Time T

Pigure 2.3-2 represents a plecewlse linear approximation
to one of these startup cost curves (and since the smallest
step size of the unit commitment scheduler is one hour,
such & plecewise linearization is 1n effect an exact

representation).

Cost >
r 1 .
8 -
q P
"intervals of down
0 . — . 2> {time befppc startup

01 2 3

Figure 2.3-2 Piecewise linear curve of startup cost
versus previous plant down time

71. Prom reference (48), page 417.
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As mentioned in section 2.2.1.2 there may be a
substantlial energy cpst in a plant startup procedure,
and for facilities meeting weekly energy quotas this

loss must be accounted.

2.4 Inputs

The main thrust of this project is directed at the
alignment of the input material and the optimal attack of
.the problem. So, for the most part, inputs to this simulation
will be considered given. For a somewhat broader description
of what the coilection of input data will entail, or what
the relevant influencing factors might be, consult reference
(4). There ié,.however, a certain amount of input shaping
‘which must be accomplished before this simulation can use
that input. Because of this, input modifications will be
presented to the extent that thelr shaping is peculiar to
this analysi;.

2.4.1 Systen Updates

As described in reference (19), section 2.4.1, system
updates must 1ncludé all the changes that take place
within the system, from the start of the scheduling
procedure throﬁgh to the end of the unit commitment
horizon. Unpredictable changes, of course, nust_be
included as soon as they are known, 1f the scheduler

is to properly model the network.
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2.4.2 Power Demand Adjustments - Reserve Requirements
The problems of properly handling fixed and flexible

interregional contracts and interruptibdle loads are
discussed in reference (19) section 2.4.2.2, and that
material wlll nov be reﬁeaied here.

Emergency support from neighboring power networks
can be modelled as power plants within the system in
question, but this will probably not be available in
all intervals and undoubtedly it will be expensive
enough to make its use infrequent. It may be neéessary
to definé an additional‘pseudo-cost assoclated with this
emergency support, if the unit commitment scheduler
appears %o bé relying tpo heavily upon this support.

This, however, is a question which must be handled after
the measures of rellabllity and the costs of varlous
schedules have been examined.

It may also be necessary to scale down the number
of megawatts available from a facility, for example
units representihg more than 10% of total system capacity,
for the system to realize the additional risk inherent
in operating that plant (or alternatively, to make
additional demands on the amount of spinning reserve
which must be kept available when this plant is operating).
Other than this derating (or linear spinning reserve -

addition), in order to preserve the linearity of the
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model, it is necessary not to use any nonlinear spinning

reserve requirement formulas, such as making the spinning

reserve requirement equal to 1% times the largest unit

which happens'to be operating in any particular interval.
The reserve requirements of a system can be met

by totaling, at each interval, the uhused portiﬁns of

those plants which are already on. Define |

1 if plant i is on in interval ¢
44(8) = T 2421
' O if plant i is off in interval ¢
and '
0 £ J(t) £ 1 242-2

| such that Ji(t) represents
the fractional usage of the plant's power over and
above 1ts minimum output in the 'on' mode. That is,

considering the loading curve represented in figure
2-“.2-1, .

"Oost

A
0,1 -
1 operating

point
: spinning
4 reserve
Oo“_
Power
+ + -
Po 21 megawatts

Pigure 2.4.2-1 Loading curve of éimplest type of plant
- showing spinning reserve capability
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then the power output of this plant is

Py - 4, (8) + (P - By) - (%) 242-3

| | and this plénf's contribution
to the system's spinning reserve capability at tiﬁe
t will bve

(By = Py) (35(8) < 1 +4,(t) ) 242-4

O0f course, dependiung upon the type of generator being
modelled, this'spinning reserve capability from one
facility may have to be upper bounded because of startup
rate limitations (for example, no more than 15 megawatts
can be added to the 3 minute reserve capability and
25 megawatts to the 5 minute reserve capability if the
particular plant has a 5 megawatt per minute maximum
rate for increasing capacity).

When considering the total spinning reserve available
at time t (assuming no rate of change constraints),
where P(t) is the total power demand at time t, the

following formula can be used,

[a£§:1P1i(t) . Ai(t)] - P(t) SR‘t) - 242-5

where SR(t) is the spinning
rescrve at time t, and P,i(t) is the maximum power
output of plant i. This equAtion is now true for systems
with plants that have loading curves more complicated

than that represented in figure 2.4.2-1, as long as
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A, (t) 1s the on-off variable for plant 1.

A post-optimal analysis of the resulting schedule
effects due to changes in the reserve levels (and likewise
the demand levels) will be helpful in the evaluation
of the sensitivity of the schedules with respect to
various reliability measures. Exactly what thelspinning
reserve requirements should be must befcomputed to
sult the particular needs of a system. Reference (16)
uses forced outage rates, tie load levels, and load
duration curves to compute (for a typical 2700 megawatt
system)'expected cost values and loss of energles
assocliated w;th changes in spinning reserve requirements.
Obviously, there is a tradeoff involved between cost

and reliability, see figures 2.4.2-2 and 2.4.2-3.

% COST INCREASE
w

=

A

o

0 10 20 30 ko 50
% RESERVLE

Figure 2.4.2-2 Increases in expected costs with changes
in spinning reserve requirements??

72. This figure and the computations upon which it was
based are contained in reference (16), page 157.
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Pigure 2.4.2-3 Expected energy not supplied for different
spinning reserve requirement in a 1.8 million megawatt-

hour schedule)73 E

2.5 Performance Ipdex

For the most part, section 2.5 of reference (19)
contains this material, thus, it will not be included
again here. Only costs which are new to this unit

commitment scheduler will be discussed here.

. 20501 0 atli: Costs

Unlike the convention used in the maintenance

scheduler of reference (19), all74 the contributions

73. Prom reference (16), page 157.

T4. Except in the case of possible rewards for non-use
of hydroelectric or nuclear energies which can then

be carried on into the next week to defray operating
expenses at those times.
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to the perforﬁance index will be in the form of penalties.75
Thus, the costs here will include the dollar cosfs
incurred in operation, such as those shown 1n.the loading
. ocurve, figure 2.2.1.1-1, and in the startup cbét_curves,
~ Bee figure 2.3-2. i

Gas quota costs such as those in figure 2,2.1.1-2
are described in reference (19), section 2;5.1. For
the most part, the fixed costs associated with hitting
a quota will have no bearing on the scheduling mechanism,
and may thus be omitted from-the scheduler. Underusage
and overusage penalty costs will play a definite role

and should obviously be included.

2.5.2 Iransmission Costs

As is usually done in the unit commitment problem
the transmission costs will not be exactly represented.
The reason these costs are usually left out of the unit
commitment.scheduler is that the inaccuracies in load
forecasts for times this far into the future more than
overshadow any small amounts of accuracy transmission
76

considerations would add.

In cases such as far removed-facilities, such as

75. That is, there will be no rewards for extent of
non-use - as was appropriate for the scheduler which
Just chooses one interval in which it alleviates the
environment of system operating consequences.

76. For this opinion see reference (79), page 4.
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'.offshore nuclear reactors, the inevitable tranémission
costs, of course, should be included directly'within
the cost of producing that power. For systems.with
unusual network éonfigurations, creating for example
'must run' situations, it may be worthwhile to areally
discretize the power demands and groups of géne:ators.77

The complexity involved in including tranémission
_losses exactly in any formulation results from the
quadratic form in which they must be represented.
If 1t is deemed essential, there are at least two possible
methods of including these transmission losses in this
scheduling formulation |

(1) the quadratic form can be approximated

by a piecewlse linearization of the quadratic
loss shape, see figure 2.5.2 _

tfansmissionl losses

quadratic

vector of all
generation and
demand %gyels

'A

Pigure 2.5.2 Pliecewlse linear representation of a
quadratic function :

T77. These methods are described in reference (19) sections
2.3.3 and 2.5.4; this method 1s used in reference l 81)
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- (2) the transmission losses can be computed
and compared for each of the otherwise attractive
schedules, after those schedules have been computed.
Which method should be used, and in fact whether
or not it is worthwhile even to consider transmission
losses, 1s a queStion which must be answered by close
examination and knowledge of the particular'network

under study.

2.5.3 Ecological Impact Units

The quantification of the environmental impacts
to the ecosphere due to electric gemneration is a topic
which has prompted several résearch efforts.78

Reaching a common denominator for all the environ-
mentél impacts is a task which might hopefully be
avolded. Ideally the minimization of the various
environmental ramifications can be kept as séparate,
i.e. multiple, objectives of a scheduler. It is,
unfortunately, necessary to do some temporary collecting
of different impacts into a single quantification
for the purpose of decision making. |

Pirst, it is necessary to have a knowledge of the

environmental impacts of the various possible schedules,

in particular, the major ecological impacts. An outline

78. Some efforts have already been made in the direction

of reducing impacts upon the environment to single, or

?ulg%ple vector, quantities, see references (105) and
106).
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Figure 2.5.3-1 Simplified general systematlic representation
of method for coyguting aquasphere impacts from electric
power generation ' _

of a plan of attack developed in reference (106) for
such a study is presented in figure 2.5.3-1 with a
more detalled display of the blological modellin figure
2.5.3-2.

Once the aduatic and atmospheric environmental
impacts have been calculated and quantified, they can be
included as neasures of desirability in the schéduler's
decision making process by making the various environ-

nental ramifications contingent upon thé operating

79. PFrom reference (106).
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Figure 2.5.3-2 Detall of biological model portion of
the general schematic for copputing aquaspheric impacts
of electric power generation

variables which effect them. The question now arises

as to how these various envirohmental performance measures,
Q€4 » relate to the dollar operating performance measure
qd. In order to generate the spread of all possible

optimum pairings of dollar and environmental impacts

80. From reference (106).
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1t will be necessary to explore all possible ecolo-

economic indices, 0 < 8; £ o, which relate the relative
weightings of dollars and environmental impacts in the
desirability, 6r quality, measure used by the scﬁeduler,

Q= qd + Z 8, - qey . 253-1
i - g

where Q 1s the total combined _
desirability of the particular schedules.

It is obviously not intended that these 0y should
be fixed, or even operator regulated. Despite the
additional computation requifed, it will be necessary
to perform a number of studies corresponding to various

values of 6; so that an array can be shown of the possible

operating consequences of various schedules. Consider,

for example, the effect of this type of parameterization
of © in figure 2.5.3-3. Clearly, here three polnts,
water impact only, water plus dollar costs equally weighted,
and dollar costs only, with the corresponding slopes

known for these points, slopes of oo, 1 and O respectively,
plus the knowledge of the inward curvatureibf.the curve,
yield a very good idea of its exact shape, and thus,

all possible trédeoffs between these two measures of
desirability. With the addition of other measures of
desirability, for example air impacts or Specific impact
problems whiéh can be singled out, the shape ofrthis
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Pigure 2.5.3-3 The tradeoff curve representing all
possible optimum consequences of dollar and water pollution
strategles, QW is the minimum water pollution strategy,

QD the minéTnm cost consequences, and QV thelr equal
welghting. : ,

surface of'all possible tradeoffs will be extenﬁéd to
new dimensions (for some examples see reference (104) ).
And for changes in reliabllity levels these transforﬁ
curves will make more or less concentric shiftings,
see figure 2.5.3-4.

Many other possibilities for post-Optimallstudies

are discussed in reference (19), section 3.3.

81. From reference (104), page'SO.
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Pigure 2.5.3-4 The so0lid tradeoff curve representing

all possible dollar, water pollution impact, air pollution
impact, and reliability combinations, QW is the minimum
water pollution edge, QA the minimum air impact edge, and
QD the minimum gollar costs associated with various levels
of reliability.c2

2.6 Time COonsiderations

In a manner like that described in reference (19),
section 2.6, the time intervals of this scheduler were

chosen to telescope from one hour unitsg for times close

82. From reference (104), page 49.
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at hand, to eight hours long for intervals a week in the

future. This variable interval size insures rapid

computation, detailed information about close-at-hand

times, and concentrates the computational effort on

intervals when more detailed and more certain decision

making information is available.

Rewards and penalties for the week-end disposition
of the system; e.g. hydro reservoir levels at the
termination of the model period, have been covered in
the previous sections on system capabilities. ,

An additional time consideration is the recognition
of the minimum down time requirements for certain
tacilitiés. ‘These minimum down times are necessitated
by slow startup rates and physical limitations, particularly
on highly tuned; pfimarily base loaded, generating
plants. To‘gefermine whether or not a parti¢u1gr
facility has a'load following speed which is slqw enough
to require inclusion in the unit commitment problem,

a plot of its response characteristics can be made,

such as is shown on the following page in figure 2.6.

The modelling of this factor in terms of systém equations
is discussed in the section on the necessary gdaptations

of the system equations required to prepare this problem

for the solution technique chosen, section 3.2.
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plotted to demonstrate the scheduling géerarchies which
must take this rate into consideration

83, Prom reference (108), page 455.



3. Solution Technique

The detailed account of the dynamically evolving
mixed integer programming'technique which 1s-ﬁsed for
the solution of this scheduling problem is described
in reference (19) chapter 3. Thus, the optimization
technique will not be redescribed at this point. This
chapter will deal primarily with the adaptation of the
problem modelled in chapter 2 to the optimization
technique probosed.

3.1 Possible Ogtimization Approaches

There are,.bf course, some advantages to a number
of different ‘possible approaches to the solution of
this scheduling problem.

| Dynamic solution techniques have the advantage

of being able to deal more directly with probabilistic
system probiéms, as well as being able to thrive upon
complicated sequences of dependent procedures., However,
for the problém presented by a 100 power plant syétem,
and 1ts lnherent high dimensionality, the dynamic solution
approaches require compﬁtation times which grow exponent-
ially with the system sizes.

Linear static solution techniques must also be
excluded from consideration due to the scope of this
problem's size, and its nonlinéar nature. Andsnoﬁlinear

~ static formulations are not solvable in reasonable
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amounts of computation time, for this type qf broad,
~static ovefviéw>of the entire scheduling Space,"

Thus, a combination of the dynamic and ﬁhe-static
techniques is chosen for the solution method. Several
static overviews of small, digestible portions of the.

- schedule are coupled by the dynamic process:repreSented

in figure 3.1.

= =
,......r: =1 | ~ o2
P ; .‘F:Z
- Q. - Q Z

Figure 3.1 Sequential decision process using a dynamically
evolving series of static overviews with input material I
brought in at the appropriate stages, quality measures Q.
collected at each step, and coupling information fed
forward F, .

A more exact description of this technique can be found

in reference (19), section 3.2.

3.2 Adavtation of the Model
The model developed in chapter 2 for this unit

comnitment problem will here be changed to fit into
the format required by the chosen solution technique.
Define as D(t) the demand for power in interval

t, where this demand has been chosen from the power
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demand probability distribution so as to cover power
needs with a‘probability consistent with the security,
i.e. reliability, measure imposed upon the system.
Therefore, the summation of the power production from
all of the units at time t must equal or exceed D(t).
To model theApower production from each of the
units, define An(t) as the on=1, off=0 mode of the
n*h unit at time t. Let Jn(t) be the fractional portion
of the first segment on the loading curve used by unit
n in time t. Thusg for a most simply described facility
with Jusf an on-off indicator and a linear loading
factor, the power generated in interval t would be

represented by;

Cost

P, P,

Figure 3.2-1 Loading curve for simple, single segment
representation of a power plant
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P, * An(t) + (Py - By) Jn(t) 32-1

where
An(t) - Jdn(t) 2 o 32=2
An(t) = 0, 1 ' 32-3
0 £ Jn(t) £ 1 324

and where P1 is the minimum
possible power output, P2 being the maximum output
level.
Suppose now that thenloading curve of plant n
has two segments, and breaks upward. Then the output

power will be

Py ¢+ An(t) + (P, - P;) dn(t) + (P - Pp) Kn(t)  32-5
where Kn(t) is now the fractional

portion of the second segment of the loading curve

which 1is used, P2 is now the power output at the breakpoint

and'P3 i1s the maximum output. Here,

2 An(t) - Jdn(t) - Kn(t) 2 0 32-6
An(t) = 0, 1 32-7

0 ¢ Jal(t) £ 1 - 32-8

0 £ Kn(t) £ 1t 32-9

If the loading curve has two segments, but happens
to break downward, then the order of loading will not
automatically be proper, because the scheduler will
try to use the cheaper power first. Thus, another

binary variable Bn(t) will be required to indicate that
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the system is operating on the second segment of the

loading curve, and the equations which result are, for

the poﬁer output:

Py * An(t) + (B - By) dn(t) + (P, - B,) Ba(t)

where in equatlons given the

name Mn(t)
An(t) - Jdn(t) - Bn(t) 2 o

and in equations given the

name Nnlt)
Bu(t) - Ka(t) 2 0
wheres |
. An(t) = 0, 1
| Bn(t) = 0, 1
0% Jdn(t) €1 and 0 £ Kn(t)< 1
G?it
05 T
02 T
o, T

Power
A + o
P, 22 23

Figure 3.2-2 Loading curve for two segment, downward
breaking loading curve of pcwer plant

32-10

30-11

32=-12

32-13
32-14
32-15
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Additional segments to the loading curves are

similarly cbnétructed, each requiring new binary variables

unless the additional segment is 1ncrementa11y more
expensive than the previous segments.

The consequences, dollar and environmental, of
operating at any given point on the loading curve afe

theh obtained by a collection of costs similar to the

collection of output power levels. For example, in the

last instance, with Oy as the minimum operating cost,
02 as the cost at the breakpoln%, and 03 as the cbst-
of full broduction, the total cost of operatlion rfom
plant n in time t is:
OioAn(t) + (02-01)Jn(t) + (02-01)Bn(t)
+ (03-0,)Ka(t)

For the computation of startup costs, it is

advantageous to define a dummy variable Wn(t) in a

‘logic equation which will be named In(t) as follows:

An(t} - An(t-1) - Wn(t) &
< Wn(t) £
There will then be a dollar and environmental
consequence for the startup of a facility, and thus
W will take on the value 1 only'when it absolutely
has to, that 18; when both An(t) = 1 and An(t-1) =

i.e. when the unit has just been turned on.

32-16

"32.17

32-18

To model the time-varying startup cost,represented
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in figure 2.3-2, and again here:

Cost . R

A
r',- . ;
: I .
q K »
s‘ , |
intervals of down
0 . i . > time before starfup
0 1 2 3 )

Figure 3.2-3 Piecewise linear curve of startup cost
versus previous plant down time

using the dummy>var1able Wn(t), the startup cost at
time ¢ from unit n is:
r'Wn(t) - (s-q)An(t-2) - (r-s)in(t-3)

| + (r-s)Wn(t-2) 32-19
and this equation will hold

as long as.(r-s) 1s less than q,84 but this is obviously

a reasonable assumption.85

Por those plants which have a slow startup rate,
there are a number of modelling alternatives. One

possibility is to make after-the-fact feasibility checks

of minimum down time requirements. Another modelling

84. Otherwise the Wn variable will not be a valid
indicator of system startup, as it will have more to
gain from a false indication.

85. If this were not the case then it would mean that
the plant would cool down more during the third hour
after it had been turned off, than in the first hour.
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method involves the definition of a dummy varlable,
say En(t), where, for example, if the minimum down time

is four intervals long:

- % En(t) - An(t) 2 0 | 32-20
0 £ En(t) £ &4 32-21
En(t) - En(t-1) - Wn(t) £ 0 | 32.22

and then En(t) would reflect
the cost of maintaining a plant in the partially operative
mode. The expense associated with En(t) would force
this variable to zero in non-operative intervals, and
then the.upper 1imit of 'one' on the Wn's would pace
the plant stgrtup to take the allotted time span.
This type of modelling preserves the on-off binary
variable An(t), which is an important consideration,
because An(t) serves a number of other purposes in the
modelling. -

One of these additional uses for An(t) is in the
spinning resarve requirement.equations SR(t). In the
simplest formulation, as described in section 2.4.2,
the spinning reserve potential of a system 1s the summatlon
over all n of the An(t) times the maximum power output
of each n minus the power demanded at time t. Since
it 1is also possible to purchase external emergency
support power, ES(t), at some times, this would then
have to be added directly into the SR(t) equation, and
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be reflected in the dollar cost of the schedﬁles.86

The collection of energy usages from limited sources,
and the penaltiés or rewards for over or underus#ge
of allotted quotas uses the following terminology.
The summation of the amount of energy used from'any of'
these sources,kminus the overuse beyond the quota,
rlus the underuse of the quota, must then equal the
quota. For nuciear, hydro and pumped hydro, the overuses
are designated OSN, OSH, OSPH respectively, and the
underuses are termed USN, USH, USPH respectively in
the quota equations NUTOT, HYTOT, and PHTOT respectively.
These quantities'of underusages and overusages are then
available for penalizing or rewarding in the cosf
functional. ‘ '

The terminology of the pumped hydro accqunting
equations X(t), as described in section 2.2.1.4, 'is

Gn(t) - An(t) + HL(t-1) - HL(t) = 0 = 32-23
wﬁére Gn(t) is the pumped input
into the reservoir, An(t) is the outtake and HL(t) is
the hydro level at time t (assuming no inflow or spillage).
Gn(t) depletes the power available from the s&stem at time

t and in the power demand equation D(t) Gn(t) is scaled
up to reflect'the input inefficlency of the facility.

'86. The use of emergency support probably should not be
added to the environmental impact consequences, since no
ecological consequences take place in the scheduler's»region.
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An(t) enhances D(t) and 1s scaled down to reflect hydro
generating 1neff1ciencies of the facility..

The consequences of various operating varilables
contribute to the equations which measure the desirabillity
of the schedules! equations Q, QA and QW, that is, the
dollar costs, alr impact consequences, and water impact
consequences (plus whatever other measures are wanted).
For quick access, rows fepresenting some mixtures of
these various Consequences were also defined, QB és the
equally weighted combination.or Q and Q4, QV as Q plus
QW, QE as QA plus QW, thus QE is the total environmental
impact combined measure. In addition, a QT was defined
as Q plus QA plus QW, i.e. the equal weighting_df all
three variables.

Such a combination of variables in separate'rowé
is not real{y necessary. For example, define a row
named Q as zero equals all dollar conseéuenges.of the
schedule minus a new variable QX. Now QX will bé forced
to be equal to the dollar coét of the schedule, and can
be manipulated as any other variable. For et§mple, if
QAX and QWX are likewise computed for air and water
impact totals, then & new objective function éan be
formed of

a . Qx + b . QX + o - QWX 32=-24

where a, b, and ¢ are the
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weightings to be assoclated with the various consequences,
and thelr parameterizations willl yleld a display of all
possible measures of desirability.

It is likewise also possible to section out partlicular
power generatibn consequences for constraining and/or
penalizing. For example, the SO2 concentration at a
given time ( or S0, total production over some specific
time span) that affects a particular city could be
collected separately and forced, as above, to equal
some amount QS02, which now can be manipulated. For
example, with the predicted external concentration (or
production) from background sources, say S02X, could
then be to cbmpute

QsS02 + S02X 32-25
which would then be the predicted
total 502 level, and that could now be constrained to
be less than a certaln dangerous amount, or it could
be penalized in a manner appropriate to its impact.

As an example of a penaity function which might
be appropriate, consider the example given where QS02
is the 802 impacting87 upon an area over the course of
a day as a2 result of a particular power plant's production
schedule. Let S02X be the total impact from extermal,

background sources. Suppose that figure 3.2-4 represents

87. See reference (105) for a more exact description of
how such an impact measure can be defined.
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Pigure 3.2-4 Amounts of SO, impacting the environment
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of its consequences 8

the relative impacts to the environment of the various
levels of SO,. Now let QS02X be the relative extent
of the consequences from the external, background sour
alone, as ﬁomputed from S02X and the graph of relative
consequences in figure 3.2-4. Then define S024, S502B,
and S020 by the following bounds and equation:

0 £ S02A £ 400

0

IN
IN

5028 200

IN
IN

0 5020 200

SO2X + QS02 - 200 - SO2A - S02B - S020 £ 0

ces

32-26

32=27
32-28
32-29

88. This curve represents an absolute constraint of the 802

level at the level 1000.



So now the change in consequences from 802 production

’caused by power generation in the schedule being 1nvest1-

o gated is

AQS02 = 35024 + S02B + 25020 - QS02X | 32-30

Thus, from this simple example, it can be seen that

‘the environmental consequences of various schedules can be

examined for any type and/or combination of pollutants,

at any point in time and/or collected over time spans,

and at any particular place in the region and/or over
areas of the region. These consequences can be viewed

in terms of totﬁl amounts of pollutant,rlevels of polluant,

and/or in terms of some impact measure.



4, App;icatibn tb a_Sample Regional Scheduling Problem

| Oontained in reference (19), chapter 4, is a deseription
of the type of computer program used, a discussion of

the techniques and subroutines available for solving

this problem, arguments concerning the validity of the
quasi-optimal programming technique, various dual space

alds to the scheduling operator, and a survey of poste-
optimal study opportunities. Thus, these will not be
repeated here, with only a description of the sample

system and some of the scheduling results being presented

in this chapter.

4.1 Description of the Sagp;e'sttem
Although it would have been no more difficult to-

have introduced any amount of time variability into this
sample system, for this first trlal pass the system

was kept more or less time invariant, with only demand
for power changing significantly with time. Modifications
both in the performance of the system and in the time
varlation of system characteristics for this unit
commitment scheduling technique can be found in reference
(104)., The few system changes and time variations which
are tested in this simple sample scheduling example

will be described as they were made in the course of
running the various examples.

Obviously, there is no unique method for formulating
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any particulgr‘féature of the scheduling mechanisﬁ.
The adaptatibns presented here are merely suggestions,
and any modelling of a real system should be done to
accurately describe, and perhaps take advantage of,
any particular pecullarities of that system. In adapting
any special feature into thé model one must be certain
to recognize the needs for

(1) accuracy of representation

(2) resultant speéd of computation

and (3) ease of inputting information into the new
format. _ : '

There are eight power ﬁlants which are cﬁrrently
operatiﬁg (some plants are obviously out for maintenance
in this system, but these do not enter into the formulation)
in this system over the week of concern. A detailed
description‘pf thé environmental consequences of different
plant operations is given here in this sjstem description,

although in this simple example only the dollar consequences

will take part in the determination of the desirabdility
of the various schedules. The environmental consequences
do, however, play a big role in the further extensive
testing of this system which can be found in reference
(104). |

Plant 1 of this system is a relatively expensive to
operate unit, about §6. per megawatt hour, fossil fueled

plant of 160 megawatts capacity, with a moderately heavy
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air pollution factor, about 6 air pollution environmental
impact units per megawatt hour. Because of a cooling
tbwer the watei impact is cut to .75 units per megawatt
hour. The exact loading curve has a 70 megawﬁtt on-off
variable with 96 additional megawatts available at costs
of $282 and $455 respectively for full use of these
variables. The startup of the facllity takes one hour
and costs $330.

| Facility 2 has 70 meéawatts of maximum capablility,
uses low sulfur gontent fuel and has sulfur precipitators,
thus has on the average about 3.3 water units and 3.1
air units per megawatt hour. The actual loading curve
includes 30 ﬁeggwatts of on-off capability plus 40
megawatts of variable loading at costs of $157 and §221,
respectively. The startup cost is §$112,

Plant 3 is 120 megawatts and has air and water
impacts of 7.2'and 4,7 units, respectively. Its loading
curve has two segments, 30 megawatts on-off for $85,
20 megawatts of variable loading for $80 if used fully,
then 70 megawatts of variable loading for $390 if used
fully. Startup costs $185.

Plant 4 is an 80 megawatt total combination of a
group of gas turbines with 2.7 water units and 2.2 air
- units per megawatt hour. Its loading curve ﬁas 20

megawatts on-off at $100, 30 megawatts at $178 per hour,
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then 30 megawatts at 8190 per hour. Its startup cost
is §150. .

Plant 5 1s a 240 megawatt base loaded type of highly
tuned fosslil fueled plant with 120 megawatts on-off at
$210 per hour, then 80 megawatts for $390 per hour, and
40 megawatts for $161 per hdur. Plant 5 costs $402 to
start up, and has water and air indices of 5.9 and 6.6
per megawatt hour, respectively.

The nuclear plant, number 6, has 560 megawatts of
capacity divided into 60 megawatts on-off and 500
megawatté of additional variable power. Over the course
of the week Fhe goai set by the maintenance and production
scheduler is to use 84,000 megawatt hours of nuclear
power, and penalties are set at §8.6 per megawatt hour
for overuse, $2.0 for underuse. The air and water
indices are about 1.3 and 7.9 units per megawatt hour
respectively. The startup cost is $1019.

A hydroelectric‘facility is plant number 7, with
100 megawatts potential, 5 on-off and 95 variable, and
a goal for the week of 16800 megawatt hours. The penalty
for overuse of water power energy is $7.6 per megawatt
hour and there 1is a §1.1 per megawatt hour reward for
any water energy used less than the quota which can then
be saved for later weeks. The startup cost is $184 and

the air and water indices are .1 and 1.1 respectively,

per megawatt hour.
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The pumped étorage facility, number 8, has 80
megawatt hours of storage potential and df water usage
potential, with storing capacity of 1000 megawatt hours.
The input efficiency is 83.4% and the output efficlency
80.0%. Plant 8's startup cost is $119.

The initial conditions of the system include the
pumped hydro facllity with 205 megawatt hours worth of
stored water, and all plants are on except plahts 4
and 8.

The time intervals in the schedule progress by
one hour‘increments until houi four, then in increments
of two hours{ two hours, four hours, four hours, and
finally, eight hour intervals for the rest of the week.
The first interval is 8:00 pm on a Tuesday.

The megawatt hours of power required of the system
(average values are given for those intervals longer
than one hour) are: 1230, 1205, 1100, 990, 780, T40,
1200, 1310, 1250, 760, 1400, 1260, 800, 1310, 1100,
550, 1265, 1020, 680, 1000, 1200, 425, 950, 1000, 890,
1285, and 1120 megawatts.

There is an opportunity to buy 200 megawatfs of |
power starting at hour 24, for eight hours, at a cost-
of 81150 per hour.

There are limits on the amount of underextending

and overextending that can be done to the weekly energy
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quotas. The nﬁclear quota cannot be overuéed by more
than 5000 megawatt hours or undérused by mofe than

| 6200 megawatt hours. The hydro over and under usage
1imits are 2000 and 1200 megawatt hours respectively.
The ideal quota for the pumped hydro reservoir 1is to
leave 160 megawatt hours of storage at the end of the
week, with $5.5 penalty for each megawatt hour less
than this amount stored, and $5.2 reward for every

megawatt hour more thah this which is stored.

4.2 Examples of Unit Cogmitment Schedules

The schedules created for this section were directed
toward the examination of the quasi-optimal programming
technique and iﬁs effectiveness in producing unit
commitment schedules. A greater wvariety of schedullng
strategies, as well as a demonstration of the use of
this mechanism as a simulator, including in both cases
some alr and water environmental objectives, is presented
in reference (104).

The first scheduling attempted was that of the
system described in the previous section. The first
evolving decision field was confined to the first two
time perlods of the week, with the ggi;;g remainder of
the week being carried in the linear scheduling mode.

The most important result to come of this sample run

was the demonstratiqn of the fact that the scheduler
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tends toward lnteger values for the integer variables,
even when it is in the linear mode. In fact, for this
example, through hour 64, all integer variables assumed
'integer values. That is, even in the linear, continuous
program optimal solution, the first 112 integer variables
in the schedule assumed integer values. _

This closeness of the linear, continuous solution
to the integer solution is more than a coincidence, it
is a characteristic of this particular scheduling
mechanism. :Figure 4,2-1 shows further evidence of the
closeness of the iﬂtegér‘and the optimal continuous
solutions, closeness plotted on the graph of the resulting
consequences‘of the schedules (using the same example
as is given ' in figure 2.5.3=3 of this paper). There
are several reasons for this fortunate behavior of the
scheduling mechanism: .

(1) The startup costs associated with the changes
in the plant on-off variable tend to make it desirable
for a plant to either turn full on and stay on,
or turn off, because moving this variable around
costs money. Thus, this integer on-off variable
tends to remain eifher full on or full off even inr
the linear program degeneration of the éctual
scheduling process. _ _ , _

(2) The loading logic equation 32-2 forces the
plant to turn full on for full use of the 1ncrgmental
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PMigure 4.2-1 The representation of the closeness of

the actual valid schedules (represented by e ) to the
optimal continuous degeneration of the scheduling problem
(represented by © ) as seen the their respective measures
-of scheduling consequences (see figure 2.5.3=3 or see
Appendix E of reference (104) for the original source)

loading variable Jn(t).

(3) At any one particular time, those plants which
are operating are largely chosen from a consideration
of which are cheapest to operate. Thus, generally,
even in the linear scheduling mode there is only
one plant which may be in an indeclsive parfially
ioaded, i.e. partially on, position. This more or
less assures the full on operation of cheéper plants

and full off operation of plants with greater
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consequences. Thus, this is an additional motive
for tﬁe scheduling mechanism to force many on-off
1ntegérs to O or 1 positions.

(4) The spinning reserve requirements, when used,
measure the power producins potential of the system
in terms of the on-off variables. This then provides
an additional impetus for the scheduling program

" to move a fractional on-off status up to a full
on position so as to realize the additlonalhcredit
this gives to the spinning reéerve available to
the system.

(5) From 2 mathematical point of view, since the
1nt§geré are binary, there are no integer solutions
which are hidden within the polytope of all feasible
solutions. That is, all possible 1nteger'solutions
are on corners of the.polytope, and are thus 1ikely
to represent the optimal value of the objective
function (since corners are sought out by the
supporting hyperplane which represents the maximum
value of the objective function).

As an example of the kind of results that are contained
in this first schedule, the nuclear facility,»plént 6,
was scheduled ‘on' over the entire first 56 hours.
It was not, however, fully loaded over that span. The
values of J6(1) through J6(54), the fraction of the loading
curve used, were: 1, 1, 1, 84, 42, 34, 1, 1, 1, .38,
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1, 1, end .46. An abbreviated samplg of some of the

rest of the results of this schedule is given in figure

4,2-2 (the notation used is the same as that used in the

equations in section 3.2 and in the rest of chapters 2

and 3.

A summary of the notation can be found in the

glossary of symbols).
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the schedule for the first

Q, demands over

intervals in total megawatt hours D(t) with dual activity
representing the incremental cost of power in those
intervals, and activity of Mn(t) equations (see equation

32-11).
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Pigure 4.2-2b More row activity from schedule for first
decision field, including activities of some Mn(t) equations
and from some In(t) equations, the startup logic equations,
see equation 32-17.
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Figure 4.2-2c¢c Column activity from schedule for first
decision field, including at various times, 000, 001 and

002, the on-off variables An(ttt), extents of incremental
loadings In(ttt) and Kn(ttt), hydro reservoir levels (pumped)
HL(ttt), extent of pumping hydro storage Gn(ttt), and
startup variables Wn(ttt) for various plants n.

In the second evolving step, the values of the
decision variables chosen for the first 56 hours of the
schedule were fixed. A few new initial conditions were
set to reflect the new position the system had been left
in, e.g. the pumped hydro level at 100 megawatt hours,
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and some of the weekend quotas were adjusted to reflect
the usages in the previous portion of the schedule,

e.g. 28,580 megawatt hours of the nuclear total and

6,300 megawatt hours of the hydro total were used in the

first 56 hours of the week, so they were deducted from
the weekly quotas to establish new target figures.

After the quotas were adjusted and new initial
conditions established, the next three time intervals
were set up as the second evolving step decision field,
again with the rest of the week carried in the linear
mode. Three valid integer schedules resulted from the
computational search before the optimum was established,
and the integer portions of these schedules are given
in figure 4.2-3,

From these few sample schedules it can be seen that
the size of;the decision field should not be dictated
by how large a'number of decisions can be handled by
the program, but instead by how gmall a block can be
sectloned out and still preserve the integrity of the
process. For, by concentrating on small blocks, the
greater number of alternative schedules produced yields
a greater amount of information about near-optimel
interchangeablility of decision variables for use in
the event of unexpected outages, and this is gotten
for 2 small amount of computation time. For example,

if only three schedules are computed for one whole day
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Pigure 4.2-3 Alternative schedules for the second declision
field, list of integer decision variables for these
alternatives and their respective dollar costs

this would not demonstrate alternative schedules as well
as if three schedules where generated for the first

eight hours of the day, three schedules for the- second
elght hours, and three for the last eight hours. Splicing
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these schedules together would yleld, in effect, 27
alternatife daily scheduling possibilities

To demonstrate the expense that would be involved
in computing schedules for large systems, a 112 integer
decision field was entered for scheduling. This problem
was simply the entire completion of the scheduling
problem described in section 4.1, that is, from time
64 to time 168. The resultant schedules, and some of

89 are given in figure

the partially completed schedules,
4.,2-4, The completed all-integer, valid schedules
cost about §3 apiece to generate for this example.

At this point in the testing of the scheduling
mechanism, a revision of the system was enacted.
The resulting program is summarized ih Appendix A, and
listed exactly in Optional‘Appendix A. (The cards which
were changed from the previously described program are
summarized in Appendix B, and listed in Optional Appendix
B i1f there is any desire to reconstruct either program
exactly). This change was made to be certain that the
low costs of the integer on-off variables, An(t), were
not a primary factor in the closeness of the linear
program schedules to the integer schedules, nor a reason

for the quickness of the computation procedure (as it

89. The system was told to stop after computing six
complete, valid, integer schedules, and was then told to
print all pending partial schedules.
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577= AS072 { levuuy 1 1.CC00 1 1.0000 1 1. 0020 1 1.0000 1 1.0000
5T4= 8517« { Leviou 1 1.0000 i 1.0000 1 10000 1 1.0000 1 1.0000
$76= ALQT2 1 | PRVIVIVIV] 1 1.0000 i 1.0000 1 1.0000 1 1.0000 I 1.0000
580= A7T07« 1 J VN NIY] i 1.0000 1 1.0C0C 1 1.0000 1 1.0000 1 1.0000
SEl= AlGou 1 1leUVWU 1 1.0090 i 1.0000 1 1.0000 1 1.0000 1 1. CC0Q
593z A3 )0 1 JPRVIVEN) i 1.C000Q 1 l1.C0CC 1 1. 0000 1 1.0000 1 1.0300
$€4= A4CouU 1 IRV N] i . i 1. 0000 1 . 1 1.0000 1 1.0C0OC
585= A€Col 1 Levudyd 1 1.0000 It 1.0000 1 1.0000 1 1.0000 I 1.0000
586&= PSCou 1 Leduuu i 1.0000 1 1.0000 I 1.0000 1 1.00C0 1 1.0000
587T= A60cV 1 leuuvu i 1.0000 1 1.0000 1 1.0000 1 1.0000 1 1. 0000
588= ATQov 1 lLevduv l 1.0JV0 Iy 1.CC0C I 1. 0000 1 i.0000 1 1.2200
589= AlCbb i Llevdiy 1 1.0000 I "1.0000 1 1.0000 1 1. 0000 1 1.CC00
5903 A20ub I ) RVIVIVIY) 1 1.C000 I 1.0000 1 1. 0000 1 1.0000 1 1.3200
561= A3Jloo 1 LeUuuv i 1.0000 1 1.0000 1 1.0000 1 1. 0000 1 1. 0030
592z A4ddn 1 JPRVIVIVIV] I 1.CCQC0 { 1.0000 1 1. 0000 1 1.0000 1 1.0000
563z AYCosb 1 LevJJlV 1 1.C000 [ 1. 0000 ! 1.0000 I 1.0000 1 1.0C0C
564= B573p 1 Lewuuv Iy 1.C000 { 1.0000 1 1.0000 4 1.0000 1 1.12000
59%= A&4Cdwb 1 | SRVIVIVIV) 1 1.C000 i 1.000C 1 1. 0000 1 1.,0000 I 1.0000
566= AT7Caub 1 levuuu 1 1.0000 i 1.C000 1 1.0000 1 1.0000 1 1. 0000
597= 81050 { levuuv 1 1.0000 [ 1.000C 1 1.0000 1 1.0000 1 1.0300
$Gh= A20%0 e . [ . i . I . 1 . 1 .
5499= A30%0 1 levuui 1 1.0C00 { 1.0000 1 1.0000 1 1.0000 1 1.0000
600= A40Ye 1 leudiu 1 1.0000 I\ 1.0000 14 1. 0000 1 1.0000 1 1.0000
€01l= ASCye 1l * levuuu i 1.0000 { 1.CC0C 1 1.0000 1 1.0000 1 1. 0000
602= 250%0¢ 1 leuvdJ 1 1.0000 1 1.CCOC 1 1. 0000 1 1.0000 1 1.,0000
6C3= A6Cweo I levauv [ 1.0000 { 1.CQ00 1 1.0000 1 1.0900 1 1. C0CC
604 AT0%0 Il levuud 1 1.C000 1 1.0000 1 1.0000 | { 1.0000 i 1.0000
1. 605= 51104 I levoiy 1 1.0000 i_ _l.000C 1t 1.0000 I 1.0000 _ j 10000
1 6Ce= A21U4 i . 1 . i . 1 . 1 . T .
|4 607= A2lus [ 1. 000V 1 1.CCO0 { 1.0000 i 1. 0000 1 1.0000 .1 . 1.0000
t 608« A4l0« 1 LevJIV I 1.0000 1 1.0C00 1 1.0000 I 1. 0000 1 1.0000
L 6C9= A%104 1 Leuu 1 1.CC00 { 1.0000 I 1.0000 1 1.0000 1 1.0000
t 610= RSjus 1 LeUuJu 1 1.0000 i 1.CCOC 1 1.0000 1 1.0000 1 1.0000
I 6ll= A€luse | I . _lauwouv { 10000 I 1.0000 1 1.0000 I 1.0000 _ 1 ___ 1.0000
I 6l2= ATlue 1 Levuuuv 1 1.00090 i 1.0C0C 1 1.0000 1 1.0000 1 1.0000
H 6l3= Allle 1 ledVuv I 1.0000 i 1.000C 1 1.,0000 1 1. 0000 1 1. 0000
I 6l4= A2112 1 e i . 1 . 1 . 1 . 1 .
1 615+ A2112 1 JPYVIVIN] i 1.0000 i 1.0000 1 1. 0000 -1 1.0000 1 1.0000
Pigure 4.2-4a First portion of the completed integer
valued schedules for the integer decisions of the third

decision field
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I----------I-------I;-------I--------%-------%--------I--------I
I NODE I T I I I
Tcontinuea I 2 I ¥ 1 73 1 8 1 92 1 119 I

|

) SRR SNV, SNSRI SIS, S S, SISV O, |

1 6l6= A4ll2 I le90V0 i 1.0000 i 1.0000 1 1.0000 1 1.0000 I 1. 0000 1
1 ... 617= AS112 R I YV l .. 1.0000 1. .. le0COC "1 1.0000 1 12000  I._ ,61.0000 I
H 618> A5112 1 LleWVJV 1 10000 { 1.0000 1 1.0000 H 1. 0000 1 1. 0000 I
1 619= A€l12 i Levudy 1 1.C000 { 1.0000 1 1.0000 I 1.0000 I 1.0000 1
I 620= A7112 1 LevdJdo 1 1.0000 { 1.0C00 1 1. 0000 1 1.0000 1 1.2000 1
I 621= A1120 1 Leuulv L . 1.0000 i 1.C000 I 1.0000 1 1.0000 . I __ 1.0000 I
4 €22= A2120 I . 1 . 1 . 1 . 1 . 1 ° 1
1., 623= a3]20 .. 1. lewovv I __ 1.0000_ _ I .  1.C000 1 . 10000 1 1.0000 . I___ 1.C000 I
1 624= A4120 1 levudu i 1.CC00 i 1.CCOC 1 1.0000 I 1.0000 1 1.0030 I
[ _€25= A51¢0 . 1 LedJdJV 1 . 1.0000 I 1.000C 1 10000 I 1.0000 1 1.0000 1
{ 626= 85140 1 l.VUJv I 1.0000 i 1.0000 1 1.0000 1 -1.0000 1 1.C000 1
4 627= A£120 1 Leuduv 1 1.0000 H 1. 0000 I 1. 0000 1 1.0000 1 10000 H
1 628= Al1¢<0 1 levuuu 1l 1.0020 { 1.C000 1 1.0000 1 1.0000 I 1. 0000 I
I.. 629= 8ll¢b I .0 lewwdu _ 1 __ 140000 I _ 1.0C0C . I . 1.0000 I 1.0000 I.... 1s0000 I
{ 63C= AZ126 1 . 1 L IS . b 3 1 . I . 1
I 631= 23Iles 1 LeUUJU 1 1.€000 l - 1.000C 1 1.0000 1 1.0000 1 1.0000 1
1 632= A4leB 1 ITY'EEN i 1.0000 I . 1 . I . I . I
I .. €33= AZ128 1 leuvdy 1 . 10000 { . 1.0000 1 1.0000 1 1.0000 1. 1.,0000 I
I  .634= BELl2b 1 | FYVB ] [, 1.0000 { l.000¢C 1 1. 0000 1 1.0000 1 2.0000 1
1 635= Aélen i LeUUVL L 1.0000 1 1.0000 1 1.0000 1 1.0000 1 1. 0000 1
I 8362 47124 1 . 1 . 1 - 1 . I . 1 . I
I 637= L1136 1 levIv i 1.0030 1 1.000¢C 1 1.0000 1 1..0000 b 1.0C00 1
1 638= A2136 - ] . i . { . 1 . N . 1 . I
1 639= AllJse 1 leuvvu I . 1.0000 i 1.0000 1 1. 0000 I 1.0000 I 1.0000 1
{ 640= A4lso -1 le0OULY 1 1.0000 i 1.0000 1 1.0000 I . 1 . I
1 641= ASljo 1 levuuv I | 1.0000 I l.CCOC 1 1.0000 1 1.0000 1 _ . 1.0000 1
t 642= RS130 i [ EYVIVIVIY] 1 1.0000 i 1.0000 I 1.0000 ! 1.0000 I l.CCCO I
14 643= A€lie L leUUUY i 1.0000 i 1.C00C 1 1.0000 1 10000 I . 1.0000 1
1 44642 ATl3s0 1 . I O I . 4 . 1 T e | G . 1
I 645= All4s. 1 lewvuu " 1 1.0000 L 1.0000 I 1.0000 1 1.0000 1 1.0000 4
1 8462 A2144 1 . - 1 . i . I . 1 . 1 . 1
1 647= A2146 1 lauouy 1 __ 1.0000 [ . 1,0000 1 1.0000 I  1.0000  1___ 1.0006 {
I 6482 pbliyy 1 le.vudu 1 1.0000 i 1.000C 1 1. 0000 1 . 1 1.0000 1
1 8493 ASlee 1 Levuu0 I 1.0000 l l.CCOC 1 1.0000 1 1. 0000 I . 1.0%00 I
i 650= BElaes 1 l.00VV 1 1.C000 [ 1.0000 1 1.9000 I 1.0000 . I 1.0000 I
1 651= Ablee ] Le0OOV i 1.0000 i 1% 0000 1 1.0000 I 1.0000 I 1.0000 1
t 6522 ATl44 1 . i . l . 1 . 1 . 1 . I
I 653= 2115z 1 _ lewowy I _ 10000 I __ 1.060C 1 _1.0000 I _ 1.0000 I__ 1.,0000 I
b4 &54= A2152 1 . 1 . I . I - H . 1 . 1
| { 655= A2l5¢2 I laUUVO I, le0C00 |. 1.0000 1 1.0000 4 1.0000 I 1.0000 1
1 6563 A4152 1 LeUJV H 1.0000 i 1.0000 I 1.0000 1 . 1 1.0000 1
I 657= AS152 1 1. 0300 i 1.0000 i 1.0000 1 1.0000 I 1.0000 1 1. 0000 1
I 659= E5152 I Lavudu { 1.0G00 | 1.060¢C 1 1. 0000 ! 1.0000 1 1.0000 1
t 659= Ab152 1 lev0U0 1 1.0000 4 1.0000 I . 1.0000 ! 1,0000 I 1. 0000 1
t 660= AT152 1 . 1 - ] . 1 . 1 . 1 o 1
1 461= 21160 I levvuu 1 1.0000 1 1.0000 I 1.0000 I 1.0000 1 1.0000 1
14 662= AZle0 1 Le OUUL 1 1.0000 { 1.€000 1 1.0000 I 1.0000 1 1. 0000 I
i 663> A21a60 1 levuuy I 1.0000 i 1.000C 1 1.0000 1 1.0000 I 1.0000 1
I 664> A4lo0 1 Levouwd 1 1.0000 i 1.C00C 1. 140000 1 1.0000 1 1. C000 1
i 665= Aflo0 1 ls00W00 I le.CCOC i 1.0000 I 1.0000 I _ 1.0000 I 1.0000 {
I 666= P51c0 i le0VJJ 1 1.0000 1 1.C000 1 1.0000 1 1.0000 1 1.0000 I
1 667= A€1cO 1 l. vOLY 1 1.0000 1l 1.0000 1 1.0000 I 1.0000 I 1. 0000 t
1 663 aTleu 1 leviv 1 1.CCJ0 I 1.6CCC 1 1.0000 1 1.0000 I 1.0000 I
1 66¢= Allob 1 RV VVY) [} 1.0000 1 1.0000 1 1.0000 I 1.2000 1 1. 0000 1
I° 670= A2lus 1 . L. . 1 - t . 1 . 1 . I
1 61l= Allon 1 ledoav I 1.0000 i 1.000C ) l.000Q0 1 1. 0000 1 1. 0000 1
{ 612= Adlob L levUuy 1 1.0000 1 1.0000 1 1.0000 I 1.0000 1 1.0000 1
1 673~ Aflob 1 LeOUVY 1 1.0000 1 1. 0000 I 1. 0000 ! 1.0000 1 1.0000 1
I ¢l+* BS5160 I e Vuuv 1 1.0000 i 1.0000 1 1.0000 1 1.0000 1 1. 0000 I
1 674~ 2tlob 1 levuJdu 1 1.00909 1 1.C000 1 1. 0000 1 1.0000 1 1.0000 1
I 76 Allod L levuuu 1 1.0000 I3 1.C000 1 1.0000 1 1. 0000 1 L.CCO00 1
1 1 1 1 L1 . 1 1 1
[socmeone 1 bl SO D i- | R e -1 | S I

Figure 4.2-41) Continuation of integer values of the integer
decision variables for the third decision field, these are
the completed valid schedules
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1 jowe I 1 1 1
1 | i 1 . 1 1
‘NOCE- 1 1] i 8 i 13 P 1 15 P 1 1T P 1 18

1 i 1 1 r 1

1 wme=] - 1 t 1

1 E l { 1 1 1
FUNCTICONAL 11902T4a02¢8  L1iY0426.07S5 116562773239 1196293.9350 1196297.6255 1196380.0584

1 'y { 1 1 1

- lesmcea bl Sl L= 1 1- 1

1 { 1 1 i
ESTIMATIUN 1 Lys«lu. I 196433, I 196312, I 196338, 1 196336. 1 196439,

1 ’ I { 1 1 1

I ==~ { 1 1 1

H i i 1 1 1
S65= #1004 I Levduy 1 1.0000 i 1.C00C I 1.0000 14 1.0000 1 . 10000
566= A20ce 1 le0JVV i 1.0000 1 1.0600 1 1.0000 1! 1.0000 1 1.0C0C
567= A3004 4 levwiv L 1.CC00 | 1.0000 1 1. 2000 I 1.0000 1 1.0000
$568= A40ch 1 Leviav 1 1.C0J0 1 1.0C0C 1 1,0000 1 1., 0000 1 1.0000
569= A5004 1 le UOVV i 1.0620 1 1.0000 i 1.0000 1 1.0000 1 1., 0000
570= B50ue 1 1eUJJU l 10000 | l.0C0C 1 1.0000 I 1.,0000 I 1.,0000
571= A60b4 1 Le UV 1 1.0000 i 1.0000 1 1.0000 I 1.0000 1 1. 0000
572= AT004 1 LeUUUV 1 1.CC00 4 1.C00C 1 1,0000 1 1.0000 1 1.0000
573= AlD12 1 Lavuuu 1 1,000 L 1.C000 1 1.0000 1 1. 0000 1 1.0C00
575s A3CT« H Levuuy 1 1,0000 | 1.0000 1 1.0000 1 1.0000 I 1.0000
576w A4072 ] Leviuy 1-. 1000 ] 1.0000 4 1« 0000 1 1.0000 1 1.0700
577s ASOT¢ 1 leVUVY i 1.0000 i 1.0000 1 1.0000 1 1.0000 1 %. 0000
578= BSC7« 1 LeVIJy i- 1.0000 i 1.00CC 1 1.0000 1 1.,00900 I 1.0000
5793 A6CT¢ 1 ClevudY 1 1.0000 { 1.0000 1 1.0000 I 1. 0000 1 1. €000
5RO= AT072 1 LoV 1 «$500 1 1.0000 1 1.0000 1 1.7000 1 «8625
581a AlGou 1 Levulu 1 1.0000 I 1,0000 1 1. 0000 1 1.0%00 I 1.0000
583= A3)e0 1 Levluu I 1.0000 I 1.0000 1 1.0000 1 1.0000 1 1. 0C00
‘584 840by 1 LevOuv 1 . 1.0000 ] 1.CC0C 1 1.0000 1 1.0000 1 1.0000
585= A5000 i levuuy i 1.0000 1 1.0000 1 1.9000 1 1. 0000 1 1.C000
S65= B500U 1 Lavudv I} 1.0C0C | 1.0000 14 1.0000 1 1.0000 1 1.0000
587= 46000 1 e LedddV { 1.0000 { 1.€000 I 1.0000 t . 140000 1 1.0000
586 AT00u 1 le wIVO i «$5C0 I 1.0C00 1 1.0000 1 1.0000 1 «8625
S69= Aldol 1 lewudy 1 1.0000 t 1.0C0C 1 1. 0000 1 1.0000 1 1.0000
56¢C= A2Ju0b 1 LewUVQ 1 1.0000 i 1.0000 I- 1.0000 I 1.0000 1 1. 0000
591= A20ob 1 levuuv i 1.0000 | 1.GCOC 1 1.0000 1 1.0000 4 1.02%0
562= A4Cby 1 levudv 1 1.0000 H 1.0000 4 1.0000 1 1. 0000 1 1.000C
593= AS5T%5b 1 le VWV i 1.CC00 1.0000 1 1.0000 1 " 1.0000 1 .. 1.0C00
594= 85J08b 1 Levuyu L 1.0000 i 1.0C00 1 1.0000 ! 1.0000 1 1.0000
$95= Abler 1 Le WOUUL 1 1.,0000 3 1.0000 ! 1.0000 4 1.0000 1 1. 0000
586= A700d I LedJiv 1 1.C000 i 1.GCCC 1 1.0000 1 1.0000 1 1.000¢C
5¢7= A1C%¢ 1 ledudd 1 1.0000 1 1.000¢C 1 1,0000 1 1., 0000 1 1leCCOC
568= A20v0 1 . I . '} . 1 . 1 L. 1 .
560= A30vo I Y laddJ I 1.0000 1 1.0C0C 1 1.0000 I 1.0000 1 1.0000
600= A4Qvo 1 Le UV i 1.0000 i 1, 0000 1 1.0000 1 1.0000 1 .
601= 250ve0 1 Leviuy 1 10000 | 1.C00¢C 1 1.0000 1 1.0000 1 1.0000
6C2= B509¢6 L Le vy 1 1.0000 { 1.C000 14 1.0000 1 1.0000 1 1. 0C0C
603= A60%0 1 Lewwuu i 1.C000 4 1.C00C 1 1.0000 1 1.0000 1 1.0000
6Ce= ATCYe 1 lewUJ 1 1.,0000 i 1.0000 I 10000 1 " 1.0000 I L« 0000
605= Al1104 i L1e0UV0 1 1.0000 '] 1.0000 1 1.,0000 1 1.0000 1. 1. 0000
6C6= SZ1V04 1 . 1 . } . 1 . I . 1 .
6CT7= Allue 1 LeVVVY 1 [.0000 L 1.€00C 14 1.0000 1 1. 0000 1 1.0000
608= A4jue 1 leu0Jv i L.C000 I 1.0000 I 1.0000 I 1.0000 1 «6562
6U9= ASius 1 levuwiv i 1.0000 i 1.0000 { 1. 0000 1 1.0000 1 1.0000
510= 82104 i La ol i 1.0000 i 1.CC0C 1 1.0000 1 1.0000 1 1. 0000
6ll= ALlU~ 1 Levuiu 1 1.0000 i 1.C00C 1 1.0000 1 1.09200 1 1.0200
6122 ATlue 1 - i 1.0000 1 1.000C I 1.0000 1 140000 1 10000
613= Alll2 1 le VUV 1 1.,0000 1 1.0000 1 1.0000 1 1.0000 1 1.0000
6las Allle I . i - [} - 1 . t . 1 .
615= A21l2 1 1lewiuv i 1.0000 i 1.0000 4 1.0000 1 1.0000 1 1. 0000
6l pe)l2 1 levuiv 1 10000 { 1.CCOC 1 1. 0000 1 1.0000 1 «6562
617 ASLLZ 1 Le Uduv 1 1.0000 L 1.0000 1 1.0000 1 1.0000 1 1.C00C
& 4= Po1le 1 LledJuu i 1.€000 i 1.000C 1 1.0000 1 1.0000 1 1.0000
tlse Atlle 1 Leddov 1 1.0C00 { 1.0000 l 1.0000 1 1. 0000 I 1.0000
620= ATll2 i e oUW 1 1.0000 i 1.0000 1 1.0000 t 1.0000 1 1.0000

Pigure 4.2-4c  Some of the partially completed schedules,
integer variables in the third decision field
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) SO, JS, (AN, JRNUIIRI, WO, S, S |

I ©NODE 1 I I I I I I
Icontinued I 6 I 8 I 132 I 152 I 17 P I 18 I

S i o S L ettt e ? §

14 6zl= All2v 1 Levuuy 1 1.0000 I 1.6000 { 1. 0000 1 1.0000 I 1.0000 I
4 622= AZ140 1 . 1 . { . 1 . 1 . 1 . 1
H 623= AllcV 1 1.0009 ) 1.0000 § 1.C000C I 1. 0000 | O 1.,0000 1 . 1.0000 1
1 624 AG1LY 1 Leouy i 10000 i 1.0000 I 1.0000 1 1., 0000 I 1.0000 1
{ o025= AS120 1 LeVJUJ 4 1.0000 i 1.0000 1 1.,0000 1 1.0000 1 1.0000 1
I o26= P12V 1 Levudd i 1.0000 |} 1.0000 1 1.0000 1 1.0000 1 1.0000 I
1 627= A€120 1 Le OUUY 1 1.0000 { 1.0000 I 1.0000 |4 1.0090 1 1. 0000 H
I €28= A712v 1 Leviud 1 1,0000 1l 1,C00C 1 1. 0000 1 1,2000 4 1.0000 I
1t ¢29= Allch 1 LeVJad } 1.0000 1 1.0000 1 1.0000 4 1. 0000 1 1. 0C00 1
1 630% A2)co 1 . i L) 1 . I - 1 ' 1 . 1
1 631= AJlz2d 1 LleddJy 1 1.0000 1 1. C00C I 1.0000 1 1. 0000 1 1.0000 I
1 632= A4l2e 1 le VUVU i 1.CC00 | 1.0000 t 1.0000 I 1.0000 1 1.0000 3
1 633= Allce 1 leviid 1 1.0000 [} 1.C0CC 1 1.0000 1 1.0000 1 1.0000 1
1 634= BE1cB I e bdle 1 - i 1.€000 I { 1.0000 1 1.0000 1 1. 0000 1
I ¢35% 8140 1 «¥29¢ 1l 1. 0000 i 1.C00C I 1.0000 1 1.0000 1 1.0000 1
I ede= ATich 1 3361 L . | 0488 1 . 1 o 1 B .1
{ €372 All3e 1 LeVUJV 1 1.0030 { 1.0000 1 1,0000 4 1.0000 1 1.C000 1
{ 8382 A2150 I - i . { . 1 . 1 .« - 1 . [
1 635= Alloo 1 LevLuv ] 1.0000 { 1.000C 1 1.0000 1 1,0000 1 1. 0000 1
I &40s A4louo 1 levouu 1 1.0000 I} 1.000C 1 1. 0000 1 1.0000 1 1.0000 1
b b4l= ASl30 1 levild i 1.0000 i 1.,0000 1 1,0000 b 1.0000 H 1.CC00 1
I 642+ B%130 1 Le VWV 1 1.€000 i 1.0000 I 1.0000 1 1.0000 1 1.0000 1
t 643m A€l3o I «¥27¢ i 1.0000 { 1.000C t 1. 0000 1 1.0000 I 1.0000 I
1 Chi= AT130 1 FEXETS 1 . i «06488 1 «0500 ! . 1, . 1
4 6452 Alles 1 levuuv 1 1.0000 [ 1.000C 1 1.0000 1 1,0000 I 1.0000 I
I 666= A2lew 1 . 1 . 1 . H . 1 ) 1 . 1
1 66T All4s 1 le VOUY 1 1.0C00 i 1.0000 1 1.0000 1 1.0000 1 1.0000 1
4 6482 Adlue I Leviuv i 1.0000 i l.C0OC 1 10000 1 1.0000 1 1.0Q00 1
4 6492 Aflea I le QVWU 1 1.C000 4 1.0000 1 1.0000 1 1.0000 1 1.0000 1
| { 650 €%1lw4 1 levdiv 1 1.0000 L 1.€00C 1 1. 0000 1 . 1.0000 1 1.0000 1
1 651s Aflaa i e 92%¢2 1 1.,0000 1 1.0000 1 1.0000 1 . 10000 1 1. 0020 1
1 6522 A1as i edsol 1 . s .048¢ 1 «0500 1 «1000 I . 1
1 653= All>2 I ledudI 1 1.0000 i 1.0C0C 1 1.0000 1 1. 0000 1 1.0000 I
1 { 654= AZlb¢ 1 . 1 . 1 - 1 . 1 -« I . 1
1 655= A2152 1 leUJVv 1 1.0000 I 1.0000 1 1.0000 1 1.0000 1 1.0000 1
1 6562 A4152 1 Le wWui 1 .1,0000 i . 1.€000 I. 1.0000 1 1,0000 I 1. 0000 1
1 &57= 45152 1 lLeuuyy i 1.0000 1 1.000C 1 1, 0000 1 1.0000 1 ' 140000 1
1 656= 85102 1 leuuyd 1 1.0000 1l 1.C000 1 1,0000 1 1. 0000 1 1. 0000 1
I 659+ A&152 1 09592 _ I | 1.0000 I, 1.0000 1 1.0000 I_  1.0000 I___1,0000 !
4 660« AT7152 1 e3iol 1 . i « 0488 1 « 0500 1 «1000 ) { . 1
1 4él=s Allow 1 Leu0Jd i 1.0000 i 1.00C0 14 1,0000 I 1. 0000 14 140000 I
1 &862= AZleO 1 1. 00UV I 1.CC00 ] 1.0000 1 1. 0000 1 1.0000 1 1.,0000 1
| 663= 33160 1 % Lewdw) I 10020 I 1.0000 I- 1.0000 1 10000 1. 1.0000 _ 1!
¢ 664 A4100 1 LeUJuu 1 1.0000 i 1.,0000 1 1.0000 1 1.0000 1 1, 0000 1
1 . 665= A%le0 1. leviuwy 1 1.0000 S 1.C00¢C 1 1.0C00 1 1.0000 1. 1.,0000 . I
I 64662 B5100 1 le QUUU 1 1.0000 I 1.0000 1 1.0000 I 1.0000 I 1. 000C I
t 6672 8¢£100 i 1eUVUY i 1.C000 { 1.C000 1 1.0000 1 1.0000 1 1.0000 1
1 668s A71c0 1 LeddJu 1 1.0000 { 1.€00Q 1 10000 1 1.0000 1 1,0000 1
|4 669 Alleco 1 1l UOU0 1 1.0000 i 1.0000 1 1.0000 I 1.0000 1 1,0000 _ I
14 6T0= A2160 1 ) 1 . i . I . 1 . 1 . 1
1 . 671= ANZled 1. LeQIVY 3 1.0000 i 1.0000 1 1.0000 1 1.0000 I. 1. 0000 1
14 672= A4lob i Levuuv i 1.0000 ] 1.000¢ 1 1.0000 1 1.0000 1 1.0000 I
I ¢73= A5lob I LoV i 10000 I 1.0000 1 1.0000 1 1« 0000 1. l.0C0C . I
1 6T4= BS1loo 1 LeVvuJv 1 1.€000 i 1.0000 1 1.0000 1 1.0000 I 1.,0000 I
I 675a AL168 1 93l 1 1.0000 1 1,000¢C 1 1. 0000 1 1.,0000 1 1.0000 I
1 076= Allab 1 10000 i «9000 4 1,0000 1 1.0000 1 1.00600 1 « 9000 4
L. Y S | S R | 1 1 I. et
1 1 P Q. { = I 1 1 I

Figure 4.2-44 Oontinuation of the display of the integer
variables for some of the partially completed schedules
in the third decision field
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turned out;itrwas actually not a factor). Thus, in

this example the on-off prices were set much higher

(a8 can be seen in-the comparison of Appendiceé A and B).
Here the decision field was chosen t0o go from the

time of 64 hours to 96 hours. The resultant schedules

are given in figure 4.2-5. Thg price of computation

| S e ) Gl ~je--- [——-=- 1=~ 1 1
t ' - : 1 : 1 1 1 t 1
4 NODE 1 1 1 14 1 16 t 18 1 20 1 23 1
t 1 t ¢ { 1 | S t
T B B i Gt e Bl UL S e R S |
1 I 1 i 1 1 t
1 FUNCTIONAL 1257260.6354 1257285.1854 1258681.2729 1257909.9211 1257272.3354 1257297.5854 1
{ 1 1 1 1 1 1
l———~e—- -1-- B e B el Dt it EEES LTRSS |
f 1 1 1 1 I | 3 - 1
1T ESTIMATION f INTEGER 1  [NTEGER I  INTEGER I  INTEGER [ INTEGER I  [MTEGER 1
1 I 1 | - B | 1 1 1
A Dt St Dt e e e TS ST t --1
| 1 1 1 1 T I 1
I 637 BlJb4 1 1.3¢00° 1 1.0000 1 1.0 1 1.7 1 1.7 1 13009 I
1 63Y= A2064 I 1.0000 1 1.000 1 1.0000 1.0000 ! 1.02000 1 1.0000 I
1 6392 A3064 1 1.0000 I 1.0000 I 10000 I 1.0000 I 1.0000 I 1.0000 |
U 64X R&J64 1 1.9 1 1.2)3) t 1.2 1 1.0000 ¢ 1.0000 1 1.0000 1
I tal= 25)04 1 1.0600. 1.0000 I 1.0000 1 1.00c0 I 1.0000 [ ° 1.0000 I
T 642= 25064 1 1.0000 1 1.0000 1 1.9222 1 L. 1 1.33)) 1 1.7930 1
1 64&3= A6054 1 1.0000 1 1.0060 I 1.0000 I 1.0000 I 1.0000 I 1.0000 1
1 644+ AlJo4 1 1.0000 1 1.0000 1 1.0000 1 1.0000 1 1.0000 - 1 1.0000 I
1 6432 ALDT2 1 1.0 I 1.0 1 1.9 1t 1.0000 1 1.0000 1 1.0000 I
I &847= A3072 T T1.0000 I 1.000 1 ~ 1.0000 1 1.0000 1 1.0000 1 1.0000 1
1 642s A4Q72 1 . 1 . 1 . 1 . t . t . 1
1 669> A5072 1 1.0000 1 1.000 1 1.0000 I 1.0000 I 1.0000 I 1.0000 1
T 6%3= 85072 1 1.0000 1 1.0)00 1 1,0000 I 1.0000 I 1.0000 -1 1.0000 I
1 6%i= 46172 1 1,330 1 1.009) 1 1.97) I _1.0000 1 1.2000 I 1.0000 I
I 6525 ATOT2 1 1.0000 1 1.0000 1 1.C000 1 1.0000 I 1.0000 I 1.0000 I
1 653a AlJ3C 1 " . 1 . T . i . H . | S "1
I 655= 43030 1 1.0000 1 t.0200 1 1.0000 I t.0000 ! 1.0000 1.0000 1
1  6&56s A2J80 1 ‘. 1 . 1 . [ . 1 . 4 . 1
I  &657= AS082 1 1.0000 I 1.0000 1 1.0000 I 1.0000 I 1.0000 1 1.0000 I
I 653 85090 { 1.0000 1 1.0000 1 1.0000 I 1.0000 1 1.0000 1t 1.7 1
I 559= A5)38) 1 1.0 1! 1.0000 "1 1.0000 1 1.0000 1 1.0000 ! 1.0000 I
1. 6oo= A7T03) 1 77 . B A . | . 1 L. 1 1.0000 I 1.000) I
1 cel= Alose I. 1.20) 1 1.2)92 1 1,000 1 1.7)92 1 1.9 1 1.2 1
1 662z A2038 1 . - 1 1.0%00 I 1.0000 I 1.0000 I . 1 1.0000 1
1 6&&3= A3033 1 1.0000 1 1.0900 1.0000 I 1.0000 1 1.0000 I 1,09 1
I 6é% 24288 1 1.2 1 . 1 1.0000 I 1.0000 ! 1.0000 . 1
I 665= 25038 1 1.0000 1 1.0000 I 1.0000 1 1.0000 I t.0000 1 1.0000 1
T° 686= BSJ338 "1 7 "1.3030 I ° 1.7000 T 7"1.0)3) " 1 ~ 1.7 1 1.27) 1 1.9907 I
I tol= A6JA3 1 1.0000 1 1.000¢ & 1.0000 1 1.0000 I 1.0000 I 1.0000 !
1 663= 27038 1 1.3000 1 1.0)00 ! . 1 1.0000 1 1.0000 1 1.3 1
I 6&S= Al)So 1 . t . 1 . 1 . 1 - 1 . 1
I 673= A229% 1 . 1 . I N 1 . . 1 . I
I 67ls 83296 1 1.30) 1 1.7000 1 1.7 1 1.7 1t 1.7207 1 1.72 1
I 672« MeCU6 1 . 1 . 1 [ | . t . 1 . 1
I 473s 3533 1 1.0000 1 1.000 1 1.0000 1.0000 I 1.0000 1 1.99)) 1
I €14 R5)96 | 1.0t 1.9700 1 1.0000 I 1,0000 1.0000 ! 1.0000 |
T Gi5% 207 1 1.3000 1 1.0000 1t 1.0000 1 1.0000 1 1.0000 I 1.0000 I
I &l6s 47096 1 1.30 1 1.70) 1 1.000 ¢t 1.239) 1 1.9 1 1.99 1

Pigure 4.2-5a Display of the integer variables for the
completed schedules of the revised problem with their
respective costs, partially completed schedules are
displayed on the following page
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R el B L e ST s | R femm————— B |
1 ’ ’ | SR Tl 1 1 1
1 NODE { 19 p 1 22 1 6 4 8 3
I o 1 1 I ’ 1 I
1 -1-- ———————— | SRS e R H

| T I S | ! 1 : 1
1 FUNCT IONAL 1258059.1533 1257486.7104 1257315.4063 125723 pE LT |
1 1 H 1 1 I
I 1 =] oo ccccncea | R 4
1 1 1 1 I . 1
1 ESTIMATICN I 258215. 1 257904. 1 2574606, I 2517431, I
i ’ I I . 1 1 1
1 -1-- -1 B R L 1
1 I 1 { 1 1
1 6372 ALObGS 1 1.2620 1 1.0500 1 1.1 t 1220 1
I 638= A2064% 1 1.0000 1 1.0J00 1 1.0020 1 1.09Q0) {
1 63293 A3)64 1 1.3)0 I 12100 I 1.0230 1 13322 t
T1T 643= 8403647 TUL1 7T 1.0000 1 1.0300 I 1.0000 1 1.0023 1
1 64l= A5064 [ 1.3C20 1 1.0020 1 1.0000 § 1.J930 I
1 642= b5564 4 1. 3000 1 1.00CC 1 1.2))) 1 1.2 I
I 643= ALLA 1 1.3900 1 1.0300 1 1.0032 ] 12920 1
1 644= 47354 1 1.5)79 ! 12309 1 1.0000 1 1.230) t
1 645= 41072 1 1.0030 1 1.0000 1 . 1 1.07990 I
1 6472 A30T72 I 1.0000 717 1.0)00 "1 1.0009 I 1.0333 I
1 643z A4012 1 . 1 . 1 1.3 t «251)) 1
iR 649= A5072 1 1.0000 1 1.,0300 I 1.0000 1 1.700) 1
1 65)c R5I72 1 1.2002 1 1.0)90 1 1.0000 1 1.231) 4
I  6S1= A6072 I .5821 I 1.0000 | 1.9000 I 1.3320 1
1 652= L7072 I 1.3090 1 1.0000 I 1.0000 I . I
‘17 6%3= AlM3907 71 T, D SR 1 . L . I
1 6553 A3040 I 1.0000 1 1.0200 1 1.0000 1 1.0009 I
1 656= A4084Y ! - I . 1 . 1 . t
1 . 657= 45030 1 1.0000 t 1.07C0 1 1.0300 1 1.0330 1
1 658= B5040 I 1.00920 1 10000 ' 1 1.2)0) 14 1.2))) [
1 657 A628) 1 « 5821 1 1.3)30 1 1.0000 1 10309 1
17T 660= AT080T T TTT . TTTITT T L.0000 7T 1.J000 1 . 1

3 I e61= A1D83 1 1.0000 1 5625 ¢ 1.2)30 i 1.0300 1
1 6622 A2088 1 1.0050 I 1.0)C0 I 5714 I 5714 1
1 6€3= £3G38 i 1.0000 I 1.0000 I 1.2 1 1.3)2) t
1 664z AWIB3 1 1.2000 71 1.2 1 ¢ <5230 1 25900 I
I 6€65= 25248 I 1.0300 H 1.Q000 I 1.0900 1 1.0000 1

T T 666= 35098 T 1T 1L.3330 T 7T TTT1.0360 I 1.9000 { 1.0020 I
1 6LT= A60U8 1 .5821 1 1.00€0 I ~ 1.0000 1 1.000 1 ‘
1 6682 AT033 1 1.0000 I 1.0000 I 1.33)) 1 1.2 I
1 6672 AL)IS6 1 . 1 . 1 . .1 . 1
I 670= A2096 I - I - 1 . I - 1
1 611l= A3G96 1 1.0000 1 1.0000 1 1.2000 H 1.39%0 1

T TTO6T2s RGG96TTTTLTT VT T TN R | . 1 . 1
1 673= ASQ96 1 1.0000 t 1.0000 1 1.J2)) t 19323 H
I 614 85096 1 1.9000 1 1.0200 1 1.0009 1 1.9309 H
I ¢15= A6096 1 1.00Q0 1 1.00GC0 I. 1.0000 1 1.0u90 1
I 77 6T6= AT096" 71T 7 1.0000 I 1.0100 I 1.2))) 1 1.2900 1

Pigure 4.2-5b Values for the integer variables of partially
completed schedules for the revised scheduling problem

did not change, nor did the magnitude of the vérianee
of the linear schedule from either of the integer
formulations (the first and the revised) increase
significantly.

Pigure 4.2-6 displays the best computed schedule with
the primal and dual activities of its rows and variables.
The names used for these rows and variables are the same

as those described in section 3.2 and listed in the
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glossary of symbols. The interpretation of the dual
variables is described in detail in reference (19), the
maintenance and production scheduling counterpart to
this document.

Additional schedules, simulations and interpretations
of results, as well as examples of ﬁhe.use of spinning
reserve requirements and effects of changes in reliability‘

measures, can be found in reference (104).

eeeROWee AT . ACTIVITY... SLACK ACTIVITY L.LOWER LIMITS  JJUPPER LIMIT. ~ JDUAL ACTIVITY

Q RS 25726 0.63542 257260.63542- N INE NUNE 1.2000)
LATYY LL 10480.000900 o 10480.00000 - NONE © 6433333~
TPOT2 TTTTT LLTT O 3800.00000 7T T TTTIUTTUTTTTT 880G€.03000 " TTNONE T T T 5,57143-
0)8) LL 4493.)920 . 4430433199 NONE 5.57143~
0383 e 100£0.00000 o T 10080.00000 ~*  NINE T 7434531~
D3%6 LL 81690.0C0C0 . 8160.32000 NONE 5.73393~
D194 LL 5443,00000 . 5440,00000 NONE - 5.5T1%3-
o112 LL 8000.,00000 . 8000.00000 NONE 5.73643~
T0L20 T OULLT T 9623.)37)) T T LT 9602.33127) - NONE 7 "7 7 7 7.35781~
p128 LL 3400.00000 . 3400.03000 NONE 5.57143~
Cl3e6 LL 7500.00000 .« 760C.00200 NONE ) 5.78393~-
Dlé44% LL 8332.1320 . 8000.00000 NONE 5.98768-
p152 LL 7120.92000 . 7 712C.00000 NONE 5.57143~
0160 Lt 10280.)0930 . 10292.)10)) NONE 7.39)63-
" Dles T T LL 8960.,00039 ~ T 7T [T " 8960.00000 © ONONE T T 7T be045B8-
NJTOT £Q 51420.10000 . 51420.00000 51420. 03000 5.57143
HYT3T EQ 173003y T T, 7730.92)0) 7730.03319 5.48643
PHTOT €Q 160.00000 . 160.00000 160,00000 5.72656-
M1064 LL . . o NONE 929 ))3))-
M13T2 Lt . . . NONE 371.42857~
MO TTT LT T . T T, T . NGNE 777 T7371.42857~
M1048 LL . . . . NONE 1648.62577~
M1096 LL . T, T . © NINE 438.42857-
M1104 LL . o . NONE 886. 00000~
ML112 LL . « 7 . © NONE 490.223857-
Mp120 LL . . . NONE 1306.99643-~"
M1128 T LL T, TTTT T T T T T - NUONE T 935.2200)-
M1136 LL . . . NONE 524.42857~
Mllas Ly . . . NONE 1194.90000~
M1152 3 . . . NONE .
Mlle0 L . . o NCNE 1681.25000~
ML163 LL . . . NONE 713.757))-
TOM2Y64 T TTTLL T T, T T Ty T . NONE =~ 25B8.66667~
¥2072 LL . . . NONE 14.85714-
M22130 L o « 7 - NONE 14.85714~-
M2088 tL . o B NONE 532.50000~
M2096 Lt . - o - . NUONE T 957.85714~
M2104 LL . B . NONE 816.8571¢4~
TM2112 T LT T, - . I s 67.65T714-
2120 LL . . . NONE 645,125)0~
.78 B LL ‘o T T T . NONE =~ 1246.85714-
LAFRES LL . . . NONE 82.85714%~
M2144 LL . - e - . NONE 750495714~
M2152 L . . o NONE 14.85714=
TM2160 7 LL T, T e e e e e NONE 475.25000~-

Figure 4.,2-6a Row activity of best schedule for the
revised problem, Q row 1S quality of schedule, D(ttt)

the demand at time ttt, NUTOT, HYTOT and PHTOT the nuclear,
hydro and pumped hydro quotas, Mn(ttt) the logic equation
(see equation 32-11 ‘
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' - . .

eseROMes AT _,..ACTIVITY... SLACK ACTIVITY .. LOWER LIMIT, . UPPER LIMIT, .DUAL_ ACTIVITY

M2168 LL . o . . NONE 167.00000-
M3064  TLL T T ST, TR T T, NCNE 373.33333-
M3072 L . . ’ o NONE .
M30B) TUBS T T T T TTITTTITT T T . NONE : .
mM3088 Ly . . I __NONE _ _ 535,2573)-
TM3096 T LL . . . NONE 91.00000~
M3104 8s . . o ® i e ... NONE _ . o
BT 8 T2 1 R B o NDONE 92.40000~
_M3120 LL . . . NCNE 537.25000~_
¥3128 BS .50000 .50000- A NONE .
M3136 LU . T o NONE __ 119.00900-
MIl%s 8s . . . NONE .
M3152 _BS . e I T NONE e
M3160 8s . . . NONE .
_M3168 LL . . . NONE 18.87500-
M4I66 As 66667 66667~ . NONE .,
_M40T2 _ BS _ . .o T _ __NONE___ .t
5089 BS . . - NONE .
M6088 LU . . L _e_ . _T.___ ____NONE _ _ 242.87500-_
M4096 BS . . . NONE .
_M4104 8BS . . . . _.__NONE .-
Mol12 8s . . o NONE .
P4120 LL R T NONE __ 341.87500-
M4128 BS . . o NONE .
M4136  LL . . % _NDNE __ 103,28571-
TMeLae T T TLL T T T, o . D *T NONE 312.48571-
M&6152 8S . . . e NONE e
“Hal60 LU . . - " "NONE 349,75000-
M4168 WL . - e C__NONE 27,2590
N5054 Ly . . C . NONE 738.66667-
NSOT2 LL . . f e NONE ___ 494.85714~-
N5782 LL . . . NONE 494,85T14-
N5081% LL S . . e NONE 1062.50000-
“N5Q096 LC . - . P 'NONE S546,85T14~
NS104 LU __ . . & o __ NONE _ 494.85714-
N5112 8S . . . NONE .
NS12) L . . e 3 CNONE™  1066.50000-
“N5128 LL . - . NONE 494.85714-
NS136 Lt B - . NONE 562.85714~
“NS164 LL . . ST TTTT T ONONE T T T T, T
NS152 LL . . e ‘. NONE _ 494.85716-~
NS160 LU . . TTTTT T NONE ~ 7 1277.2030)-
N5168 Lt . . . NONE .
MS064  TTLL T . . TTTTTY TUTTTTTTTTTT YT NONE 7T T 1672.00000-
M5172 LL -, . . NONE 940.57143-
M5080° T LT . . P NONE’ 940.5T7143=
M508€ LL . . . NONE 2643451319~
MSISe T oL T ST " T T T NONE "7 7 1096.57143-
M5104 LL . . . NONE 940.57143~
MS112 77 LL T T » T, ) - TUNUNE T 551431429~
M5120 tL . N . NONE 2655.50000~
“Ms128 U . P A NONE 940.57143-"
MS5136 Ly . . . NONE . 581,71429-
M5144 T TLLTT o . p TTLUTTTTTTTT T UTUT NGNE T T712.11429-
MS5152 Lt . . . . NONE 940.5T143-
M5160 LtL . . . NONE 2687.00600~
M5168 LL R P . NONE 7 7 752.323))-
Me0L4 LL . . NONE 1001.228571-
M6072 8s 2160007 TTTTTTT16000- T T, - NONE ’ .
M6189 RS 74039 « 74009~ . NONE .
M6088 LU B » ' “NONE 261.07143<
M6096 . . . NOME 650.9723)-
M6104 BS T L.48000° T Je8000- 7 T 7T ., 7T NONE © "7~ . .
Pe1l2 Ll © e . NONE 660.00000-
M612) 88 T T, T T T oy s T NONE ~77 7,
Me128 8s +92000 +92000- . NONE .
M6126 LU s P by " NONE 850.30230<
M6144 8S . . . NONE .
M6 152 TBS T TTTT 52500 T U U,82500- T . NONE 77T,

Pigure 4.2-6b Continuation of row activity of best schedule
for the revised problem, Mn(ttt) is the logic equation for
insuring proper loading order, as 1s Nn(ttt), and In(ttt)

is the startup logic equation
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CeeoROWos AT oo oACTIVITY...  SLACK ACTIVITY . LCWER LIMIT. . UPPER LIMI +OUAL ACTIVITY
16160 5s i '

- - L] NmE .
“H6[63 (T T TR T T e - ~ NONE .- 8T73.57143-
M7064 te ‘e - AT e B -//-/&:.HUN NONE ° ~ 418.12381~
TMTIT2TTLL . T T T e T NONE™~ ™ ™~ 64.60000-
N7080 Lt . . . NONE 64,60000~
MT088 T OLL T T T T T T T T TToeT T T NONE 353, 64464-
M7096 LL . .’ . NONE 183.10000-
M7104 " T LLT T, e TT O NONE T T 136460000~
M7112 L - . . NONE 190.00000~
“MT120 L . . h T T TTUNONE T 320.14464="
M7128 Lt e . . NONE 78.69320-
MT136 T LL T TR T T e . T T NONE T 226.10000-
¥T1l44 L . o - NONE 380.95000~
* MT152 0 TTTLL TTTTL . T . T T T NONE 777 64.60000-
. MT1690 LL . o . NONE 227.83214~-
TMTISSTTTTLL . g P T e STTOTTTTTTONONE T 438.53214-
L1264 8S . . NONE . .
Lar2 - BS T T R T | T P T,
L1080 RS 142090~ 1.99900 NONE . .
tioss " UL T T T T T T T T T NGNE T e T "330.00000
L1096 As 1.00000~ 1.00000 N INE . : .
LIS uL . " = CNONE T TR TTTTTTTSTTTTT330,00000
L1112 UL . . NONE . .. 330.00000
L1200 LTS . T TTTT NONE T T TTTTTI27.31143
L1128 BS 1.00000- __1.00000 NONE o .
L3S T UL T T, A « T NINE . ""330.00000 "
L1146 uL . . NONE’ . 339.09790
“11152 UL . . TNCNETTT . 330.00000 °
L1160 uL e ‘. NONE . 330.00000
L1168 T BS TTTTTTT 37500~ T TTL37800 T TTUUTTTUNGNE T, T T, T
L2064 BS . . NINE . .
TL2072° 8BS 1.20000< 1233000 T TTTUNINE T T T T T gt
L2080 uL . . NCNE . 112.09000
L2088 uL . . TTUNIONET T ‘. 112.00090 "
L2)%6 8s . o NONE . .
L2106 UL T e . NONE 77T . TTTTTTTTL12.00000
L2112 UL . . NUNE . 112.330%
L2120 UL e ... _NONE o ___112.09000
L2128 uL A o NONE . 112.937207
213 . w e . NCNE o 112.00000
L2144 uL . . NINE o 112.00000
_L2152 ut_ . . NONE___ . 112.39990 _
12160 UL . . “NCNE . 112.00000
(L2168 8S _  1.00000- 1,00000________ NWE . . .
L3ING4L RS - - NTINE . .
L3072 U . .- .. NONE . _____  _185.00000
13080 UL . . NONE . © T 136414286
L3038 BS - ° » —— NGNE . . .
13096 oL . . - "NONE o 185.00000
L3e . UL e . T NONE. . o 185.03799
L3112 UL . . NCNE . 58.85714
13120 AS . . _ _UNINE . . B
(3128 uL . . NONE ) . T 185.00000
L3136 ut . o e NONE 154.85714 _
L3144 UL . . NINE T T185.9010
13152 UL . o . NCNE_ .- __185.00000 _
L3160 RS . . } NINE . . ,
L3168 uL_ .- o . _ N"NE o 185.29000
L4064 8s A ‘ . NCNE .. . .
_Lso72 BS 1.00000- 1.00000 __NIE e e
Le98) UL . P T TTTTTTNANETT T T TS 150.00006™
waees UL . e . . o« ~150.00000
14296 " BS 7771400000~ T T 1.000007 T NINE . — .
L4104 uL . . . __ ' NONE e . . 150.00000
“Lell2 T Tyl T T ST T NINE ST TTTTTTL504932))
L4120 uL . . NGNE . 150.00000
Tle12e T 8BS ~ .25000= +25000 T 7T NONE T TR e, -
Lel3e uL . . N3INE . 150.00000
L4164 UL T T T T T T T T T T T NNE . TTTTT7150.00000
L4152 As . . N INE . . :
Lel6d T UL T T T T e, NONE . TTTTTT 150400000

Figuré 4,2-6¢ Oontinuation of the row activity of the best
schedule for the revised problem, In(ttt) is the startup
logic equation
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j"“""" AT _=oACTIVITYe.. SLACK ACTIVITY _..LOWER LIMIT. .. UPPER LIMIT, .DUAL ACTIVITY
Leles RS 31250~ +31250. NONE el :
L5)64 RS . . o= NINE g e s e
L5072 __ 8BS . . NCNE . .
L5932 Ut P v . T NUNE T LT "“”"402'00000‘
' 15ca8 UL . . NCN . .
“L5096 T TTBS . . NGNE T B 402400000,
L5124 UL . . N *
~t5112 8s : > NoNE~ : 20290000
L5127 uL - . . NONE .
(3128 — UL > e = NONE T e e 0000
L5136 8s . . " NONE . .
L5144 TTTTULTT . . NONE — == " s =TT 402000000
L5152 uL . . NONE . 402.00000
~[5160 BS— : : NONE : - e
L5168 uL . . NCN . :
TL60ss TTTUL T T T - n:n: . "13?2'33333 '
Lotz uL . . NINE . 159.02979
16080 T e . NONE . 630.00000
Le a8 uL v ST TeTTTTT : Ngn: o 1019.279))
16096 uL . . NCN . 453.46429
L6104~ UL T T T T T NONE =~ 7 . 269.46429
L6112 UL . . NONE . 781.46429
L6120 UL . . NONE . 490.26429
L6128 uL . . . NONE . 122.830))
L6136 uL T T e o NONE 7 Ty T T 7710480000
Loles uL . . NINE . 188.30000
L6152 uL- . . T T NONE T . TTTTTT 7833,09309
16160 uL . . NCNE . 1019.00030
“Le168” UL . P’ NINE T T 662, 78571
LT64 BS . . . NONE . .
L7072 77 TBS TTTUTTTT,UT " - STTTUUNONE S T T, T T gt T
L7089 8s 1.00000~ - 1.27900 N INE . .
L7088 UYL T, T T T - NCNE R T 7T 7 184.00000°
L7096 8S . . . NINE . .
TLTLI4 8BS T.20000= 100000 TTNQNE TTTTT U T T e e
L7112 uL .- . NONE . 184.00000
L7120 T UL . ST TTTTTT T NONE e T 184.9230)
L7129 8s 1.20000- 1.00000 NONE . R
L7136 "7 uL T, T T T NCNE =~ T e T ITTTTT1844099307
L7144 uL . . NONE . 184.00200
L7152 RS L0 7503= +07500 T UUNINE T T T T
L7160 uL . . NINE . 184.230)9
L7168 T UL T p ST T T T USTNGNET T T T T T 184400000
L8064 uL . . NANE . 119.00009
L8272 uL T e T e o NONE e T T 119.990)
L8080 uL . . NONE o 119.00000
“L803gT Ty T T T T T T T NINE e T T 11940000
L8356 uL « . NONE . 23.20000
L8106 UL Ty T NONE . 119.00000
o112 uL . . NONE . 119.3777
L8120 uL . Tomm s T NONE . 102.20000
13128 BS . . NONE . : .
18136~ UL : : e NONE T T T TIT11949999)
L8la4 uL R . . NONE . 119.00000
L3152 uL T T e T ey NINE © e TTTT 7T 119,00000
18169 uL . . NONE . 119.00000
L8168 ~ TBS T T T TTTL.A5625-TTT7 TV L156257 T NONE . - . :
X064 £Q . . . .« . 5. 72656~
X372 £0 y : ST e TS T T 8, 12656~
XOSO EO . . . o 5.72656‘
X)BQ T CEQ T T T T rTommeTmmomims v T, T T T T 5, 72656+
X066 £Q % . . . 5472656~
X104 - EG T T, TS T e e T T8, 72656
X112 £Q . . . . 5.72656-
X120~ TEQ . . ST Pt 5.72656-
X128 EQ . . . . 5, 72656~
X136~ TEQ T TT7. - . R o T T TN T T g 72656
X144 £Q . . . . 5.72L56~
xs2 Ea S RN DIV UUSPES SN 4+
X160 EC . . . o 72656-
X168 £Q . . . - o LEE

Pigure 4.2-6d Remainder of the row activity of the best
schedule for the revised problem, In(ttt) is the startup
loglic equation and X(ttt) is the hydro reservoir accounting

equation
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INPUY COSTT S LOWER CTHTT, ~. UPPER LIMIT: ™

«R EDUCED COST.

056 €Q ~T T 1,000000 T T " 1.00000 1.00003 . o
A2)56  EC 1.00000 - 1.00000 1.00000 .

3056 TTTTEQ T 1000007 TSI T TS T 1,00000 1.00000 T TT,UT T
A%4956 €Q 13990 . . 123990 1.939) .

A5056 EQ 1.00000 TS T ~ 1.00000 1.00000 T )
A8 056 EQ 1.00000 . 1.00000 1.00000 1019.7322)-
A7)56 EQ 7T LN T T, 1.00000 1.00000 .

HLO56 EQ © 100.00000 . . 100.00000 10C. 00000 5.72656~
J1064 TTTBS T T 1,300997777364%.030330 T . T 1,000 T h
w1064 tL . 330.00000 . 1.00000 - 330.00000
J2064 BS 7 777 1.00000 7777 1768.00000 . "7 1.00000 - . ’
w2264 tL . 112.00000 . 1.00000 112.00090
J3064 BS 1.00000 7 640.20000 . 1.00000 .

K364 uL 1.)230 3120699300 - eei v e m e w my e LeOU00D 53,33333-
w3364 T . 185.00000 & 3 —-e- -~ ~iw e v+ 1,00000 T85.00000
J40b4 uL 1.00000 1424.,00000 . 1.00000 96.C0000~
K464 8s T 3333377777 152039303 . 1.00000 . :
We0b4 LL . 150.00000 . 1.00030 150.00000
J5004 Lt T e 7T TTTTTTTT 312000909 . 1.0230) 738.66667
K5064 8s 1.30000 1288.00000 . 1.00000 o

w5064 LL TTT . T T 402.00000 - . T7 1.00000 T 402.00002
"J6366 uL 1.3009) . . © 1.00000 2046.33333-
w6064 s T e TTTTT1019.00000 . 1.00000 N

J706% uL 1. 20000 o " 1.93979 225,.52381-
w1064 LL . - 184.00000 N 1.00000 184.00000
AB064 LL . . 1. 02000 422.333133
6864 T LLT  TTTT T Tt . - 1.3239 “71199.00000
HLOGS as 100.00000 . . 1000.00000 .

w864 BsS T e . 119.00300 - 1.3)3)) .

J1972 BS 1. 0000 3640.00000 . 1.00300 .

w1072 LL T . 7 330.00000 - 1. 00000 330.00000
J2972 RS . 1768.)97) . 12237 .
W2072° T LT . - 112.08000 - . 1.00020 112.20000
Ji072 uL 1.00000 6460,20000 . - 1.000)9 251.42857-
K3)72 8S 1.20000 3120, 00000 . 1.00000 o

w3072 BS 185.00000 . 1. 03000 .

JA072 T T LT T T UTTTT T 1426.2200) B 1.91)092 86.85714
K40T2 LtL . - 1520.90000 . 1.00000 182.85714
w4072 TTTTLL T . 150.20000 T e A 1.00000 77 159%.)71)
J5372 Lt . 3120. 90000 N 1.00000 494.85714
K5072 A8 T T71.00000 U777 1288.00000 « T 1. 00000 - .

WS072 LL . 472.2307) . 1.233)) 432.17779
J6072 L T .B840007 7T . . 1.00000 B

w6dT2 LL . -~ 1019.00000 . 1. 00000 860.00000
JTI72 TBSTTTTTTTLOINNNN T . TR Tt gt 1.00000 - .

W7072 tL . . 184,00000 . 1.00000 184.03000
ARQT2 LL T e T T e N 1.029)) T 812.42857
68072 LL . . . 1.00000 613.85714
HLOT2 "~ " BSTTTTTTIO00.30000°TT T T T, T T T . 1000.00000 .

w8072 8s . 119.0)912 . 1.0)729 .

J1030 ns . 3640.02000 . 1.00090 .

w1080 Ly . 330.00000 . 1. 00000 330.00000
Jz233) RS . 1768.)39)) ‘o 1.00000 .

w2080 as . R 112.09900 . 1.00000 .

33980 uL 1.00020 640.04000 . 1.30)) 251.42857-
K3080 uL 1.20090 3120.00000 . 1.00000 .

w340 LL . - 185.00000 . 1. 00000 48.85714
J4)31 Ly . 16426.)3)) . 13397 86.085714
4080 LL . 1520.000¢0 . 1.00000 182.R5714
NCYRE] ns . ) 150.00000 . 1.2))) .

J533) 1 T e 3120.00000 . 1.09000 494.35714
K5039 Bs 1.00000 1268.90000 . 1.0J020 . _
w530 (3 - 492.30)1) - .. 1.20032 e

J6080 BS 26000 o - . o~ 1.00000 e

HLIAC LL e 1019.20000 . 389.00000

Pigure 4.2-6e Column activity of
the revised problem, with An(ttt) ,
Bn(ttt) on or off the second segment of the loadin

1. 0000

the best schedule for
the on-off variables,

curve,

extents of incremental loadings Jn(ttt) and Kn(ttt), extent
hydro storage Gn(ttt), pumped hydro reservoir
levels HL{ttt), and startup variables Wn(ttt) for plants

of pumpin

n at time

s ttt.



-120-

SCOLUMN. AT oo ACTIVITY. oo oo INPUT COSToe  ooLINER LIMIT. o, UPPER LIMIT. LREOUCED COST,

47233

w7080

A8080
G3080
HLOBO
wWdla)d
J10&3
wioas
J2o8s8
w2083
J3938
K3048
w3ous
J4233
K4J83
w4038
JsCe3
K5288
w588
Je088
w6083
JT048
w7088
ABOE3
63088
HLOa8
w8088
.J1096
W1996
J2096
w2096
J3296
K1096
%3296
J4e096
X496

T Wed9s

J5096
X5096
w5996
46796
w6096

J709%6

w7096
A8Q9%
G8)7¢6
H.096
w8096
arlda
JL1lo4
Will04
A2104
J2104
W2lla
A3104
J3104
k3104
W3104
ALlde
J4104
K&104
W4 ll4
AY104
JS1)4
B51. 4
K5104
w5104
A5104
Jolle
Wolde
AT104

.
3
.
]
3
.
.

"""" TTTT1033.09939 T T

BS T
LL T T T T T 7184400000
Ll . . - L]
LL e - .
As 100.00000 .
BS . 119.3)93)
BS 1.00000 _ 3640.70000
BS 777 1.00000 ~ 330.00000
as e 1768, 00000
BS - 112.00000
" BS 1.)093) 649.17)3)
Jt 1.00p00 3120.90000
LL . 13530090
uL 1.00000 ~7 ° 1424.00000
L1 1.20000 1520. 0039
8s 1.3330) 150.3)3))
LL . 2120.000)0
RS 1.00000 1288.00000
RS . . 402.00000
UYL 1.00000 R
BS . 1019.20972
ut " 1.00000 T .
8s 1.00000 184.00000
8s . o ) .
tL e .
© a8 T TTT100.000007T T TS T
BS . 119.00000
8S T T T TTTTTT3640.00000
LL . 330, 00000
LL e T T T T 1768.00000
LL . 112.77999
UL 71.00000 64 C< 00000
RS . 1.00000 3120.00000
R - 5 T TTTTTT 185.000200
tL . 1424.00000
v e 1520.77970
T LK by = 150.00000
LL . 3120423070
BS " 1.J0000 1238.00000
LL . 402.00009
TRS T LN T T T, -
(| . 1019.00000
BS 1.00000 .
LL . - 1B4.00000
L . © e
LL -~ - -
ns " 100.00000 "7 T
L . 119.00009
8s . 4006, 90000
t . 3640.00000
RS T, T "330.00000
as . 2154,00000
L . " Tt 1768.30020
As .. 112.00000
RS 1.00000 1211.00030
uL 1.30)20 643.933))
UL 1.00000 3120.09000
RS . 185.00000
Le <7 77T T 1514400000
tL . 1424.00000
LL . 1529.)320)
as o 150. 30000
ut 1.00000 3008.00000
LL . 3129.3))3)0
BS 1.00000 2120.99000
BS -1.20000 1288.J3322
8S . 402.00000
RS 1.00000 512.00000
8s 5223) .
L . 1019.00000
RS T STTITTTTT 32400090)

.
.
.
.
.
.
.
.
.
.
.
.
.
-
.
-
.
.
.
.
.
.
.
.
.
‘o
-
.
-
.
.
-
.
.
.
-
.
.

.
.
.
.
-
.
3
3
0

1.90000
1.00000
1.2)330
1.02000

_ 100C. 0000

1.9390
1.00030
1.97)0

1.00000

1.00000
172950
1.00000
1.2)020
1.00000
1. 00000
1.77339
1.00000
1. 00000
1.00000
1. 00000
1.93220
1.00000
1.00000
1.03000
1.00000

1.00000
1.00030
1.00000
1.00000
1.933)
1.00000
1.00000
" 1,00000
1.00000

. 1.00090
1.00000
1.2
1.00000

1. 00000
1.00000
1.00000
1.23239
1.00000

1. 0000
1.9
1600.00000
1.0300)
1.00000
1.00000

T 1.09990
1.00000
1.02000
1.00000

1. 00000
1.797)
1.00000
1.00000

1.00030

1. 00000
1.9)))
1.00000
1. 00000
1.00000
1.00000
1.923)9
1.000J0
1.00009
1.00000
1. 20000
1.77002

184.00000
812.42857
613.85714

.

458.12500-
185.2)330
T 96.00000-

| 1062.5000

T 6834.46429~

1059.10714~

__1976.20000
.

330.00000
"7 891.00000
112.32)0)

TTTT 186442857~

47.85714
143.85714
150.09000
$46.8571%

4u2.00000

565.53571
134.00000
633.42457
733.65714

95.8)2)9
514.57143

832.93739

251.42857~

T 622.57143
80.85714
182.85714

2879.146286~-
494.85714
.
T749.53571

Pigure 4,2-6f Continuation of column activity of the best
schedule for the revised problem



SCOLUMN., AT ... ACTIVITY... +oINPUT COST.. ..LOWER LIMIT,

={2]=

JT104 LL . . . . o 1.00000
w7104 L : ¢ T T T 184400000 . 1.00030
AB13)4 tt . . . 1.00000
G8104 L P . . 1.00000
CHL1O4% 8S 100.00000 . » 19)32.933)
w8104 ~° BS "L . = 7T 119.00000 . 1.00000
Alll2 RS . 4600.00000 . 1.00000
Jiiie RS . 3640.)2))) . 1.33320
will2 as - 330.00000 . 1.00000
A2112 L e 77T 2600400000 . 1233993
J2112 BS . 1768.0J000 . 1.00000
W2112 BS 7 . T 112.00000 o 1. 00300
A3112 uL 1.30022 - 1373.2323)9 . 1.2
33112 UL 77 7T 1400000 7T 640400000 . 1.00000
K3112 BS 1.00000 3120.00000 . 1.3233)
WAL2 ML e ___ 185.00000 _ . _ 1.00000
4112 qN . 1622.,00000 . 1.00000
Jall2 LU e . 1424.00000 _ o _ 1.00000
“Kketl2 T oLL T . 1520.30000 . 1. 00000
_w4ll2 __BS . 159.3777) . - 1.03399
A5112 - uL 1.50000 3C02.Uv200 o 1.00000
J5112 8BS . . 3120.30000 . 1.00000
85112 Ut T T 1e02009 3120.0300V N 1.09000
K5112 uL 1.00000 1288.00000 . 1.00000
w5112 L T L 4092.0390 . 1.23220
A6112 8S 1.00000 _ 45800000 e 1.00000
361127777 BST 1.200007 7 . . 1.00000
wW6ll2 LL . .. 1019.00000 . ~ 1.00000
AT112 BS .80000 200.00000 . 1.03000
JT112 3s 83030 - . e . C 133220
W2 8BS T 7T .80000 T 7184400000 . 1.00000
_AS112 Lt - B e R S, _1.80000
G6112 LL . . . 1.00000
M2  BS 100.00000 . i . _ 1000.02000
w3112 BS . 119.9300) . 1.2203)
Al120  BS _ 1.00000 _ __ 4400.00000 . o ~1.00000
J112077 UL 1.00000 3640.00000 o 1. 00000
Wwil2) UL 1.)03)9 330,390 e . . l.00000
TA2120T T BS T T T 411.000007 T T 1.00000
J21200 e e 1768.00000 o 1,090
W2120° 77 3s . ST T 112.00000 . 1.00000
A3120 uL 1.00000 1121.00000 : . 1.00000
33123 77 TBS TTTTTTT 1439009 T 6490000300 T « 77 "7 1499200
k3120 uL 1.00000 3120.00000 . 1.00000
“w3l2d0 Ll o 185.90000° 7 T TN, T T T 19793
A4127 8BS «25000 1711.00000 . 1.00000
Ja120 7 77788 T T7.50000 T 1424400000 T . 1.90000
K&120 L . 1520.)3907 o 1.9320
Wel207 7T B8 T T TTL250007T  T150.00000 T e 1.00000
A5120 uL 1.00000 3100.00000 . 1.022))
Y5129 L P 3120.00000 T " 77 1.00000
85120 8s _1.00000 _ 3120.00000 o 1. 00000
"K5120 ° 8BS 1420230 777 1288.97M)2 T " 1.03999
w5120 RS . 402.00000 . 1.00000
A6120 8BS T 7714000007777 "490.00000 e - 1.00200
Jol2n uL 1.172)) . . 1.00000
TAGL207TTTTTLL T, T UTTTTTTTH019.00000 T T TS, T T T L. 00000
AT12V 8BS 1.00000 211.93199) . 1.939)0
Jri20 T T T 1.90000 77T . ’ e - 1.00000
w7120 Bs »20000 184.00000 . 1.00000
A812) ‘BS . . : . 1.00000
68120 LL . . . 1.00000
HLI20 77 7 RS T TTTII00.00000° T T T T T T T T T 19006000 T
wa120 LL . 119.00000 . 1.00000
Al128 RS & TTTTTTT4355,00000 0 7T T T T, - 1.00000
Jii2s LL . 3640.9)009 . . 1433390
wi128 LL o 330.09000 . 1. 00000
Az128 8s o 1 2584.)399) . 1.29000
Jz128 L . 1766.00200 . 1.92000
w2128 8s P . 112.00000 . 1.233)2
A3128 8s 1.00020 . 1.00000

Pigure 4.2-6g Continuation of column activity of

1307.00000

schedule for the revised problem

««UPPER LIMIT.

_oRENUCED COST.

72.00000
184.00000
812,42857
613,85714

.
$55.637))

129.68571~
185.42857-
_ 126,14286
734.17143
 47.25714
143,25714
TTTTTE458.28571<

567,65716~
432,997

 237.53571

___144,74857
740.57714 "

© 7350,62857-
L _697.37143~

L 58.6259)
_ 1904.37500-

463,12500~
185407703

i L]
96.22000

o 6619.)77))-
1066.50000™"

__7145,53571-
TTTTTT528.73571

1102.10714~

£ 1985.80900
1680000

533.57143
330.00000

.
1232.00000

the best



LoCOLUMN. AT . ACTIVITY... _..INPUT COST..

J3128° TTuL

1.00000 640.00000  ° T 7
K3128 8S «52220 3123.)3))0)
wil2a ‘8s . 185.00000
A4128 . LL . 1659.00000
Js128 L . 1424.00000
Ke128 LL ‘. 1520. 30000
wel28 T LLTTTT T 4 153.9330)
45128 ut ) 1.00000 2583.02000
J5128 LL . 3120.00000
85129 8S 1.299) 3120.0Q900
K5128 - BS 1.00000 1268.00000
w5129 BS e 432.3)97)
As123 B8S 1.00000 © ' 588.20000
Jul28 [:33 .08000 . .
w6123 L . 1019.00300
ar123 8s . 266.30000
Jrizs LL . .
w7128 LL . 184. 00000
AB128 LL . . -
68128 L . .
w128 BS 100.00009 .
wel28 L . 119.3307)
Allle Lt . 4312.00000
Ji13e6 8S . 3640.30000
All36 BS ~ U7 . T T 333.73000
A2136 LL . 1632.00000
J2136 8s . 1768.)1)33)
w2136 8sS . 112, 20000
A3llo UL 1.00000 1120.03000
J3136 uL 1.33930 649.7)12)
K3136 " BS 1.20000 T 3120.30300 T 7
w3l36 tL . 185.00000
A4136 8S . 1132.00000
Jelde LL . 1424.00000
K413é w7 . T 1529.3339)
W5136 B8S . 150.00000
A5135 T UL TTTTTTUIU1.00000 T 5220.00000 777 7
-Js136 8s . 3120. 00000
85135 uL 1.00000 2120.00000
X5136 8s 1.330)) . 1288.973))
w136 T LL . T 402.00000
A6136 8s 1.00000 430.00000
J6136° TBS T 1.0C000 ’ . -
nol36 Lt . . 1019.00000
AT136  BS «31099 238.2)000
J7136 BS «30000 .
w7136 s «3003)  184.09390)
A3136 LL . : N .
G3136 (A . .
HL 136 8s’ IS RPEL DT I -
w8136 S _ e . 119.00000
All44 8S o T T 6548402000 T
JL164 L e o ___364C.017000
W1l44 as . " 330.90000 o
A21e4 8s . 2188.0)090
J2164 L . 1768.00000
w2144 _ BS . _ 112.00000
Allad uL 1.00000 1127.09009
3144 UL 1400000 _ 640.00000
K3laes uL 139330 31220.0000) T
w3lss RS L. . 18%.00000
Ablées 8s . TUTT T 1433.00000 0 7T
Jalss 1L . 1424.00000
K& 144 Ly . 1520.00000
Wals4 8s e 150. 00000
A3 144 UL 1.00000 4886.90000
JS146 LH . L 3120.0)M
AS1e4 8s 1.20000 7 2120,00000
KS144 UL 1.00000 1288.00000
w5164 T3¢ T TTTTTe2.90000 T
Abl46 13 1.00900 $44,00000

-122~

+oLOMER LIMIT,

«sUPPER LIMIT,

1.00000
1.932))
1.00000
1.00009
1.00000
1. 00000
1.3)20)
1.00000
1.000J0
1.00000
1.00000
1.93201)
1.02000
1.00000
1.00000
1.20000
1.00000
1.00000
1.00000

1000, 09200

1.2230
1.00000
1.00090
1.00000
1.02200
1.2

1.00000°

1. 00000
1.0J090
1.00000
1. 22230
1.09000
1. 00000
1.23200
1.00000
1.32232
1.03300
1.02000
1.0
1.02000
1.03030
1.00000

1.00000

19230
1.00000

1.99%9

1.00000
1. 00000

1900.00000

1.00000

13300
1.00000
1. 00020
1.09020
1.00000
1.23J3)0
1.00000
1.00000

"1.22300

1.00000

" 1.00009
1.00000

1.00000
1.00000
1.00030
1.0290)
1.00000
1.00000

1.00000 ~°

1.00000

+REDUCED CNST .

251.42857-

617.57143

86,85714
132.85714
153.3799)

290414286~

494.85714

896, 20000

14. 33120
184.00000
693,42357
613.85714
119.273:0
548.57143

N -
161.00000

536.28571~
166.42857~

30. 14286

139.14286
235.14236

1316.29571~
562.85714~
402.00000

308.20000

703.62857
777.057L4

523.77143

602.90000

L]
"7310.04286~ .

318.02857~

| 233.10720-

299.44286 _
395.44286

" 1574.28571~

. ..528.05714~

Flgure 4.2-6h Continuation of column activity of the best
schedule for the revised probhlem
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«COLUMN, AT .. .ACTIVITY... 4o INPUT C3ST.. .. LOWER LIMIT. ..UPPCR LIMIT., .REOUCED COST.

Jo1%46 AV S PS5 DY B 1 .
Wolsh LL . 1019.00000
AT1l44 as T «80000 7T 217.00000
J714+ 8BS +8233)9 ..
‘Wrl4s 7T BST .50000 184.00000
ABlas e . .
G3144 [N T. . T,
HL144 as 100.20000 ) .
W81l 8BS~ . TTTTTI19.00039
_A11S2 UL 1.00000 2256.00000
Jris2T ol 1.00200 3640.00000
w1152 8s 1.00030 330.00000
A2152 [ T 2354.00000
J21s52 RS . 1768.3323)
®2152 8 T T L7 T 112490000
A3152 UL 1.20000 1124.20000
T33152 ut 1.30000 643.30000
K3152 uL 1.00000 3120.20000
w3152 BS T, T 185,33979)
4152 LL . 1289.00000
JelS2 7 owWTTTTTIT TTTTTTT1424.00000
K4152 L . 1520.90030
“Wal152 T Pyl 150.00000
A5152 uL 1.)0000 3139.972)9
J5152 7 TTLL P 3120.00000
85152 8S 1.00000 3120.00000
K5152 88  1.0000 1288.00000
w5152 ' 8s 77 . T T 402.00000°
A6152 8S 1397 486, 00000
Jo152 8s +47500 .
w6152 Ly . 1019.7377)
A7152 TUBS TTTTTT 72500 77T 252.30000
J7152 BS .T72500 .
w7152 L . . 184.33390°
A8152 L . .
G3152 LL . .

H. 152 BS 100.90000 .
"WB152 8s T, TTTTTT119.00000
All6) uL 1.)3939 4237.3203)
J1160 3s 1.00000 3640.0J000
wWilé6C 8BS . 330.90000
A2160 BS 1.00000 T 2137.00000
J2led ut 1.00000 1768.00000
W2le)~ as " 13923 777 11240000
A3160 uL 1.20000 1237.00009
J3169 uL v 1.00000 6490,00000
XK316) uL 1.00000 3120.00000
W3ile)d LL . 185.20900
AL167 8s T 431259 1732.2)00
Js160 T BS ° " 462500 1424,00000
K416 LL . 1520.000900
Walb) BS 31250 150.00000
25160 ut 1.00000 3217.30000
J5160 LL . 3129.)3M)
85160 8BS 1.90020 3120. 0300
KS16) RS © 1.00000 1288.90000
w516 LL . 402.03200
Ac169 BS 1.00090 ‘50 1.00000
J6l60 uL 1.)7)99 .
w6160 ns . 1019.00000
AT16V RS 1.00000 304.00300
JT16) UL 1.133)09 .
WT160 8S .27500 184.09000
A3169 8s . «15625 : .
GB14) LL . .
HL169 8s - -
Ag16) 8BS .15625 119.)I1
L1163 ns +62530 " 4100.00020
J1168 BS 62500 3640.3733)
wil168 L . 330.00030
A2168 LL . 2040.93000

Figure 4,2-61 Continuation of column activity of
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130793
1.00000

1. 00920
1.00000
1.00000
12320

. 100000
1006. 00000
1.60000
1.00000

1402320 7

1.00000

1.23000
1.00000
123920

1.00000
1.00000

-

'
‘
i
‘
.
{
i

T 1429909
1.00000
1.00000
1.02000

e o'e elo o o ole ole s 6’ a0 o's 8 0 2e s s o
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schedule for the revised prnblem

i

'

1,279
71.00000
1.00000

1.00000
1.00000
1.00000
1.00000
1.2330)

1.00000 -

1.900000
1.00000
1.00000
1.232)0
1000.00000
1.00000
1.00000
1.00000
1.0)23)
1.00000
1.02000
1.33200
1.00000
1.923))
1.00000
1.00000

1,923

1.00000
1.90000
1.00000
1.09000
1.3237)9
1.00000
1.39000
1.00000
1.00000
1.9
1.03000
1. 00000
1.00000
1.00000
. 1423230
1.00000
1000. 00030
1.00000
1.02900
1.9377)
1.00000
1. 00000

1400000 ~

1.03000°

T T 1665.93)0)-
830.20000

599.139857
" 933.53714
B64.00000-
371.42857-

'1002.00200

28.14286-

T T 251.42857-

247.57143
86.85714

182.85714
'150.000007
2778.14286~
494.857147

.

| 486.9777)

184.00000
812.42857
613.85714

1253.00000~-

121.75000-

721.75000~
542.533))-
1018, 75000~
185.00000

96.13710)
6967.00020-
1077.339M

402.00000

7276.78571~

.

1219.35714-

-

2011.00000

330.00000
421.75000

the best
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LCOLUMN. AT oo ACTIVITY.oo oo INPUT COST.. oo LOWER LIMIT. ..UPPER CIMIT. JREDUCED COST.

- J2163 8s . T 1768.)32)) . 1.03000 .
w2168 LL . 112.00000 , o 1.00000 112.00000
A3163 BS © 1.00000 T 1304.030000 T . 1.7320 . :
J3le8 UL 1.02000 640.090000 . 1.00000 308.62500-
3163 ut 71,0000 3120.00000 . 1. 00000 247.37500~
wWilsy RS . 185.397 . 1.00000 .
24168 L . . 1601.00000 _ . A 1. 00000 . 579.00000
Jelet BS . 1424.)39)) . . 1.20000 .
X6 168 LL . 1520.20000 . 1.00000 96.00000
wal63 L . 7 7 7150.00000 . 1.930%0 153.9333)
AS1648 UL 1.00000 ____ 3117.00000 _ o . 1.00000 __3036.00000~
“J5168 T BS e ) 2120.00000 . 1. 00000 .
85168 8s 1.3097%0 _ 3120.)237) . 1.3)790 .
K5168 uL 1.J0000 1238.00000 . 1.00000 647.00000-
w5163 8BS . . B 402.90000 . 1.00009 .
A6168 aS 1.2000C 449.00009 . 1.00000 .
Jole3 UL l.00000 . e 1. 00000 _1028.21429-
Wele8  LL . T1919.7330 . 1.00000 366.21429
AT168 8s ) 1.00000  _ 24T7.00000 . 1.00000 .
J7163 L 1.00000 . o 1.797)) 17.35714~
wIil68 8s . 184.00000 . 1.00000 . .
A8169 [ N T o B . 1. 00000 569.00000
GRl64 L . . . 1.2)07) _ 979.00000
Mml68 RS T, TTTTTTTTTT, T T T 1000.00000 - .
wBl68 LU . _119.00000 . 1.0000) 119.9993)
osN T . " 8.60000 . 12000.00300 3.02857
usN Lt . 2.00009 . 1800C. 00000 7.57143
osH LL . T T7.692)) . 27)9.21))) 2.11357
USH Lo . 1.10000- . 3400.00000 4.386%3
CS2H T WL T T T T ~§.00000 "7 S TTTTT T 100€.90000 T 10472656
USPR (VI 160.)3210 » 5.50000~ . 160.00000 11.22656-
aAlOs4 IV ) 1.00000 7 7 74512.00000 . 1.00000 T 45,331333
A2064 v 1.27777 2512.3390) . 1.3392) 733.33333
A3)64% v 1.00000 ~ 1360.00000 . 1.00000 1091.66667~
AL V64 tv 1.20000 1630.00000 . 1.00000 $86. 66667
Asdee’ IV T T30 T T 3363 000Mm . T 1.0000u T4392.00000~
BS5064 v - 1.00000 1120.00000 . 1.00000 .
AbOL4 “Iv 77T 1.00000 7 807.00000 T T . 1.33230 CT .
ATI64 1V 1.00000 ' 452.00000 . 1.03000 .
A1J72 v 1.00000 = 4388.J0000 . 1.00000 896.57143
A2072 EQ . 2507.)3)9) . . . 1943.3300
"a30727 IV 1.00000 1199.00000 "7, T T T 1.,00000 T T 89.28571-
A% JT2 tv . 1532.0000 . 1.90000 490.57143
A5)72 v T 1430790 77T 2563.00000° . 1.000090 T 3728.14286-
85072 v 1.00000 3120. 3030 . . 1.00000 .
46072 IV TTTTTO1.92009 0 T T ATi.ad) T T T o T T T 1.3330) - .
ATOT2 v 1.20000 258.00000 . 1.00000 190.00090
“A1080 T TV . %033,00000 T T, T T LL00000 T T T 21157163
'A2789 EQ . 2047,00000 . . 695.00000
A3080 IV T 7T 1.00000 7T TT1201.00000 T . T "~ 1.00000 - .
44080 1v . 1581.079)) . 1.9930) 689.5T7143
45080 © IV T TTTTT1.00000 TTTTU3808.00000 T T T L TTT T TT T T 1.02000 T T328l.14286~
#5380 v 1.30000 3120.00000 . 1. 00000 .
TAG)S) TTTTIVY TTTTLINMNY T T 389.)0))0 7T T 0T TUUTTTR0000 T T LT -
A7082 1w . 245.00000 . 1.00000 7.00000~
‘Alo83 T Iv T 1.00000 T 4772.00000 T T TTL,T T 11,0393 77 T 660433927
a2)88 1v . 2159.00000 . 1.00000 74.37500-
A3088 v 1.00000 1092.00000 . ~ 1.00000 1926.375)2-
24388 IV T 77T T1.39903 TTTUasii.g00 T 7T T TS T T T 1.00000 T . -
45088 tv 1.00000 2994,00000 . 1.00000 6299.00000~
85088 T IV T U1.30000 T TTTT3129.3390 T 7T T 0T TN TN 1402030 T . 7T
45038 v 1.00030 564 7.00000 . 1.00000 .
CATO88 IV T TTTTTTLI00000 T 2444090007 e T TS T T 0000 T T T T T
A1) v . 4660.)33J2 . 1.00000 630.57143
22096 IV T T LT 2446,00000 CTTTTTOT ST TTTT1.00000 T T T . -
A3096 v 1.00000 1166422000 . 1.23020 392.14286~
AedSe IV T T T ~ 1617.00000 T ) 1.00000 < 7 549.5T143
A5096 13Y 1.70000 3121.00000 . 1. 03000 3882.14286~
85066 ~ TTTIVTTTTT L9097 T T3129.)300) - 1030923 T T
26096 v 1.00000 544, 30000 . 1.00000 .

A7096 7 v 7 T 1.,30000 °7° 198,00000 T T - T 1. 03000 o . -
Figure 4.2-63 Remainder of column activity for the best
schedule for the revised problem, OSN, OSH and OSPH are.
overshoots of quota targets for nuclear, hydro and pumped
hydro energy levels at end of week, USN, USH and USPH are
under achievements of target levels in the same catagories
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5. Feasl tvy and Usef esg -
This study was undertaken as an attempt to. include

environmental costs in the unit commitment scheduling
process, as well as to build such a scheduler which is
compatible with the malntenance and production program
of reference (19). Because 1t accomplishes this ‘goal,
the procedure developed should prove useful. The schedﬁling
technique presented also offers a technique for including
ma jor production scheduliﬁg variables, such as nuclear,
hydroelectric, and pumped storage production levels,
without the need of pseudo-incremental costs, and does
not fequire such artificial information as initial
feasible schédules, priorities of unit startups and
removals, nor does it require 1terat10ns'to attempt
t0 couple portions of the problem that are usu#lly
treated separately, because here they are treated simul-
taneously. |

This mechanism is also wusable as a simulation tool
with computation efforts increasing only linearly with
expanded time horizons. An example of a simulation on
this unit commitment level is given in reference (104},
where in a hypothetical example 1t 1s shown that an 1%
error in cost could have been made by present simulation
techniques which consider only peak load and fptal energy
demands on a system, and which do not delve into the

problem of a systems capabilities for handling projected
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load shapes, as this projeotfs-simulator does.

5.1 Cost Consjiderations

‘There should be no concern over the cost and time
involved in running this scheduling program. The largest
problem handled for this project used 112 decision variables
which were simultaneously constrained to be integers
and the resulting completed system schedules were generated
at a cost of about §3 per schedule.

The ma jJor concern, in the cost area, will probably
be the cost of the mixed integer program itselt. It
is possible that at some time in the future mixed integer
program products will come with other portions of system
libraries at no additlonal cost, as 1s thé case with
linear programs presently. The product used, MISI-MIP,
however, currently costs $225 per month. If thié cost
is a consideration there are then three options available.
(1) The schedule can be formed from the linear program
alone, see.flgure 4.2-1, and the error associated with
this approximation could be very small, especially
considering that a valid schedule made up by taking the
linear optimal solution and moving the appropriate
variables to the nearest integer values would:bfing the
linear solution points in figure 4.2-1 much closer to the
optimum integer solution. (2) It might be worthwhile to
develop the integer program: starting with available
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linear programming subroutines. (3) Time might be
~rented at a user center where a mixed integer program

is available.

5.2 Drawbacks
Outside of any computational cost drawbacks (which

don't appear to be a problem) there are few diaadvantages'
to this schedullng procedure. Perhaps one objection
could be the difference of this technique from those
now existing, thus requiring time consuming initial
problem setups. However, the signif;cant and lasting
gains to be made seem to more than justify the initial
time investment.

Another problem is that the input data 1s not all
readily available. For example, reserve requirements
in megawatts may be difficult to obtaln, and certainly
the atmosphéric and aquatic environmental 6onsequences
of power generafion will require a real collection and
computation effort (see reférences (105) and (106) ).
This data. collection in the'case of the ecological
impact figures 1s, bowever, something which sodﬂer
or later must be performed if the system is to bperate
in a manner consistent with energy-environmental priorities.
That is, this data requirement is not a fabfication
of this particular scheduling scheme, but 1s a necessity

for effecting a proper balance between the environment
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and environmentally imperfect means of power geﬁeration.

The quasi-optimal, i.e. in a sense optimal, solutions
which ére of avsuboptimal nature cannot, it appears,
be conéidered a drawback. Not only does this technique
minimize the recompuational effort required due to
' éhanges in input factors, but it should be considered
which of the pure optimal_solutions would be lbst by
this éuboptimal process. An optimum would be lost,
for example, if for its small gain over other near-optimal
schedules 1t was relying tenuously upon an otherwise
unexpecfed scheduling move td be made more than an
entire decision field time spannin the future (or the
past). This characteristic of the solution technique
of bypassing narrow, unwaverable optimum paths could
be considered an attractive factor in the scheduling
process, for it introduces a healthy respect for the
uncertainties of the future - a respect any complex,
real-world system deserves.

Thus, this technique is more 'sensible' from the
scheduling point of view, and this-'sensibiiity' also

makes it more realistic from the siﬁulation vieﬁpoint.
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Equation Nomenc

binary, on=1 off=0, variable for plant 1 in
" interval t

~computer symbol for A (ttt)

binary variable indicator of whether system is
on=1 or off=0 the second segment of the loading
curve for plant n at time ¢

computer symbol for Bn(ttt)

costs of various plants loading curves at
particular points 1 on those curves

demand for power in interval ¢, 1n¢1uding
reserve requirement

computer symbol for D(ttt)

| dummy varlable which paces the startup of plant
n 80 it conforms to its startup rate requirements

external emergenéy support power purchased at
time t

computer symbol for ES(ttt)

amount of water pumped into a pumped storage

‘facility's reservoir

fractional extent of use of pumped storage
iacility number n 's input capabilities at
ime ¢

computer symbol for G,(ttt)

water storage amount contained in reservoir at
time t

computer symbol for HL(ttt) at the pumped hydro
storage facility number 8

computer symbol representing the hydroelectric
energy usage quota for the remainder of the week

fractional extent of use of the first segment of
the loading curve that plant 4 has at time t



dnttt
xn(t)

Knttt
Lh(t)

Inttt
K (t)
n

Mottt
Nh(t)

Nnttt
NUTOT

0SH
OSN

OSPH

P(x)

~130-

computer symbol for Jn(ttt)

fractional extent of use of the second segment
of the loading curve for plant n at time t

computer symbol representing Kn(ttt)_

name of the row or equation which keeps track
of the startup logic for plant n at time ¢

computer symbol for row L,(ttt)

name of row or equation which preserves the
proper loading of plant n at time t in that it
requires plant turnon before the first segment
of the loading curve can be used

computer symbol for row Mn(ttt)

name of row or equation which preserves the
proper loading order of plant n at time t in
that it requires the plant to use the first
segment of the loading curve before taking
advantage of cheaper incremental power in the
second segment '

computer symbol for row Nn(ttt)

computer symbol representing the nuclear
energy usage quota for the remainder of the week

computer symbol representing the over use of
the hydro energy beyond the allotted quota for
the week

computer symbol representing the over use of
:he nuclear energy beyond the allotted quota for
he week

over supply of water storage at pumped hydro
reservoir beyond the quota set for the end of
the week

power levels at various points 1 on the loading
curve of a particuler facility

power demanded by the system at interval k
including the appropriate reserve requirement
for the system at that time
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PAi(k) capacity of the 1®0 plant in the kB interval,
derated to average in the effects of the
forced outage rate for that particular plant

PA(%) amount of water drawn out of a reservoir for
use in power production at time t

PHTOT computer symbol representing the pumped hydro
reservoir storage quota at the end of the week

O

the dollar quality of a partiéular schedule

QA the amount which represents the total air
pollution environmental impact of a particular
schedule

QAX variable which is forced to take on the value
of the air pollution quality of a particular
schedule

QB the equal weighting of the dollar quality
measure and the atmospheric quality measure
of a particular schedule

qd total dollar quality of a particular schedule

QD the point which represents the minimum dollar
quality schedule

QE the point which represents the best quality
where quality 1s measure by equally weighted
aquatic and atmospheric environmental impact
measures

qe, "quality of a schedule as measured by a specifically
monitored, 1%R, environmental quality measure

QSo02 the quality of a schedule as measured by the
802 level at a certain time

QS02X relative extent of the consequences of SO, levels
that have resulted from levels predicted To be
caused by external, background sources

QT the point representing the best quality where
quality 1s measured by equal weightings of the
three measures: total dollar quality of a
schedule, and the atmospheric and aquaspheric
quality measures of the schedule



Qv

QW
QWX
QX

S02X
SR(t)

SRttt

UPi(k)

USH
USN
USPH
W, (t)

Wnttt
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the point representing the best quality of
system operation where quality is measured by
the equally weighted sum of the total dollar
quality of a schedule and the aquatic impact
quality

the point which represents the best aquatic
environmental impact consequences of all
possible

the variable which is forced to take on the
value of the water pollution quality of a
particular schedule

the varliable which is forced to take on the

value of the dollar cost quality of a particular
schedule

input variable representing the predicted 802
level from background sources

total amount of spinning reserve avallable
on the power system at time t

computer symbol for row which collects the
spinning reserve capabilities of each of the
machines at each time ttt

total storage capacity of pumped hydro reservoir

rraction%& extent of operation of plant i
in the k““ interval

computer symbol representing the under use of

" the hydro energy below the allotted quota for

the week

computer symbol representing the under use of
the nuclear energy below the allotted quota for
the week

under supply of water stored in the pumped hydro
reservoir below the quota set for the end of
the week

binary variable indicating whether the nth plant
has been started up at time t, variable equals 1,
or has not been started up at time t, equals O

computer symbol representing Wn(ttt)



x(t)

Xttt

AQS02
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name of equations or rows which keep track of
the pumped hydro reservoir water accounting at ¢

computer symbol for row X(ttt), that is at
time ttt

change in the consequences from 502 caused
solely by power plant operation

parameter representing the weighting given to
the specific environmental quality problem qe
in the total quality measure used for scheduling
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Appepdix A
The following is the program which was used for

the unit commitment example showm in chapter 4.

/#MATN  TIME=20.LINES=R
//7JORLIB DD DSNAME=SYS2.MPSX,LOADDISP= (SHr1PASS)
//0PTUCSO1  EXEC MPSX , ,
//VPSCOMP . SYSIN DD #,NCK= (RECFM=FRyLRECL=AN+BLKSIZE=2000)
PROGRAM .
- -2 20K 2R JEE - R TR R - B - B R TN SN B - I B I RN NN 2 2 R R B - B B - - S - R -

THIS PROGRAM IS DESIGNED TO .

1= SET UP THE MIXED IMTEGER PROGRAM ASSOCIATED wlTH THE
THIRD - EVOLVING STEPX IN THE SOLUTION OF THE OPTIMUM UNIT
COMMITMENT SCHEDULER - OPTUCS.

2= SOLVF FOR THE OPTIMUM SCHEDULE IuNORING THE INTFGER

© CONSTRAINT SETS

3- THEN OBTAIN UP TO 6 INTEGER SOLUTIONSs IF THEY EXIST,
WITH OOLLAR PLUS EMVIRONMENTAL GUALTITY MEASURES OF NOT

. MORE THAN THF COST OF A HAND COMPUTED SCHEDULE

x % % % 5 % & X & & X & & &
o & ok v % X kR

E- 2K B R 2N T R DR BN - NN EEE R - B “2NE SRR - - SN - K K- BN B S - NN R - S - -

INITIALZ
MOVE (XDATA+«1MODEL?Y)
MOVE (XPRNAME «'PH] V)
CONVERT .
SETUP (*BOUND'y 'RD1')
MOVE {XDRJs 1Y)
MOVE (XPrHSe IMAY)
OPTIMIZF
SOLUTION
SAVE (YNAME ' 4 *OPTCH)
INIMIX
MIXSTART (*MATRIXY)
XMXDROP=4%0000.,
CT=0
MVADR (XDOPRINT « INT)
MIXFLOW

STOP MIXSAVF (YNAMEY (P TREFE]1Y)
MIXSTATS (' NOUES?Y) .

INT SOLUTION
XMXCRO®=450000,
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CT =CT+l
IF(CT.EG.&!STOP)
CONTINUE
%
cT DC(0)
PEND
A _ ‘
/7/MPSEXFC.MATRIX?2 DD UNIT=SYSDA+SPACE=(CYL.(5))
J/MPSEXECMIXWORK DD UNIT=SYSDA+SPACE=(CYL+(5))
//MPSEXEC.SYSIN. DD #,DCE=(RECFM=FByLRECL=80+8BLKSIZE=2000)

A brief summary of the data used to describe the system

in the above program is contained below.
Minimum turn-on requirsments and costs

Megawatt  Average  Average Average
Plant Minimum - dollar  aquasphere atmosphere. Turn-on
" output ‘cost, § cost cost cost,§
1 70 501 . 45 450 - 230
.2 30 283 100 100 112
3 30 151 150 230 185
4 20 189 50 45 150
5 120 378 250 - 1250 402

First segment of loading curves

7 Megawatt  Average Average Average
Plant . output dollar aquuzsphere atmosphere
of segment cost, § cost cost

1 - 90 - 455 65 500

2 40 2234 125 100

3 20 ' 80 . 100 150

4 30 178 15 65

5 80 390 500 125

Second segment of loading curves

Megawatt Average  Average Average
Plant output dollar aquasphere atmosphere
of segment cost, § cost cost
3 70 390 | 500
4 30 190 222 65
5 40 161 2 3

750 180
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Nuclear and Hydro requirements and costs

Plant Minimum  Additional Extent of mW Startup
megawatt $ cost additional cost
output above gquota § loading :

6 60 64 500 1019
7 5 't 795 184

Pumped Hydro Statistics
Pumping Input to Output from Max. Startup

Plant power storage storage input to | cost
used, max. per hour  per hour,mix., system ]

8 96 8o 80 64 119

Penalties for missing quotas
- ' Dollars Water Air

Overuse of nuclear energy _ 8.6 7.9 1.3
Underuse of nuclear energy : 2.0 =7.9 -1.3
Overuse of hydro energy 7.6 1.1 0.1
Underuse of hydro energy Cwlot -1.1 0.1
Overstorage in pumped hydro res. 50 -1.1 -0.1
Understorage in pumped hydro res. .g.5 1.1 0.1

Nuclear energy usage target quota = 51,420 megawatt hours
- Hydro energy usase target quota = 7,700 megawatt hours
Pumped hydro reservoir target level = 160 megawatt hours
Total storzse cunacity of reservoir 1,000 megawatt hours
Initizlly «ll plants on except plant 8

Initially 100 megawatt hours in reservoir

There are 19 pages of additional data avalilable
for this particuler example. This data is in the form
of the exact computer listing of the program used.
This 1isting, with pages numbered from A1 to A19 is

available upon request.
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Appendix B

Contained in this appendix is a summary of the
data which appeared in the original example of chapter
4 but vwhich was replaced in the revision which resulted
in the program shown in Appendix A, i.e. the revised

problem.

Minimum turn-on requirements and costs

Minimum Average
Plant Megawatt dollar
output cost, §
1 70 282
2 30 157
3 30 : 85
4 20 100
5 120 210

Nuclear and Hydro requirements and costs

Minimum Additional
Plant Megawatt § cost
output above quota §
6 60 32
7 5 15 .

There are 3 pages of additional data available for
this revision. This is in the form of the exact listing
of the changed data cards. This listing is avallable
upon request and consists of pages Bt through B}iof
the Optional Appendix B. ' '



-138=~

References

(1)

(2)

(3)

Sporn, P., "Our environment - options on the way
into the future," IEEE Spectrum, volume 8, number 5,
pages 49-58, May 1971

White, D. C. (principal investigator), "Dynamics

of energy systems, supplement-working papers,"
program of research by M.I.T. School of Engineering,
et al, December 1971

National Academy of Engineering, Committee on Power
Plant Siting, "Engineering for the resolution of the

. epmergy-environment dilemma," N.A.E., Washington,

(4)

(5)

(6)

(7)

(8)

(9)

(10)

(11)

D. O., 1972

Gruhl, J., "Minimizing cost and environmental impact
of electric power system operation," (unpublished)
Ph.D. thesis preliminary working paper, M.I.T.
Department of Electrical Engineering, &5 pages,
March 1972

Sporn, P., Vistas in Electric Power, volume 2,
Pergamon Press, New York, 1968

Federal Power Commission, "Steam-electric plant

construction cost and annual production expenses,
218t annual supplement - 1968," published by the
Federal Power Commission, Table 8, November 1969

Sporn, P., "Co-ordination of major unit overhaul,"

Electric World, October 31, 1942

Groff, G. L. and Robinson, J. L., "Generation planning
parameters by systems simulation,” BICA Conference
Proceedings, pages 646-652, 1967

Hano, I., Tamura, Y., Narite, S., Oh, Y. and Sing,
K., "Application of the maximum principle to power
systems analysis - its computational aspects,

2nd PSCC Proceedings, part 2, 1966

Booth, R. R., "Optimum generating planning considering
uncertainty,” PICA Proceedinzs, pages 84-90, 1971

Day, J. T., "Forecasting minimum production costs
with linear programming," IEEE Transactions, volume
PAS-90, number 2, pages 814-832, March 1971



(12)

(13)

(14)

(15)

(16)

(17)

(18)

(19)

(20)

(21)

(22)

-139-

Booth, R. R., "Power system simulation model based
on probability analysis," IEEE Transactions, volume
PAS-91, number 1, pages 62-69, January 1972

Booth, R. R., “Optimal %eneration planning considering
uncertainty, (same as (10)), IEEE Transactions,
volume PAS5-91, number 1, pages 70-77, January 1972

Evans, R. A., "A quadratic programming algorithm
for optimal generation planning," IEEE Winter
Conference paper number C73 112-0, January 1973

Rees, F. J., and Goodrich, J. M., "Stochastic
production costing, security assessment and maintenance
scheduling of a large system of hydro-thermal-

nuclear plants," J. Automatic Control Conference,

paper number 112-i4, pages 12-13, August 12, 1971

Sager, M. A., and Wood, A. J., "Power system production
cost calculations - sample studies recognizing

forced outages," IEEE Transactions, volume PAS-92,
number 1, pages 154=158, January 1973
lLarson,.R. E., "A dynamic programming successive

approximation technique," Proceedings Joint Automatic

Contro) Conference, University of Michigan,

June 19

larson, R. E., "A survey of dynamic programming
computational procedures," IEEZ Transactions on

on Automatic Control, pages TOT-TT7T4, December 1967
Gruhl, J., "Electric generation production scheduling
using a quasi-optimal sequential technique," Report

MIT-EL 73-003, Energy laboratory, M.I.T., Cambridge,
Massachusetts, 154 pages, April 1972

Anderson, S. W., Jenkins, R. T., Joy, D., Merrill,

E. T., and Wolsko, T. D., "Methods of planning
generation unit operation,' American Power Conference,
April 21, 1970

N.E.P.E.X., "New England Power Exchange: NEPEX,"
descriptive pamphlet distributed by NEPEX, 12 pages,
West Springfield, Massachusetts, 1971

Patton, A. D., and Ali, J., "Comparison of methods

for generator maintenance scheduling," IEEE Conference
Paper C72 452-1, Power Apparatus and Systems Power
Meeting, July 1972



(23)

(24)

(25)

(26)

(27)
(28)

(29)

(30)

(31)

(32)

4

(33)

=140~

Garver, L. L., "Adjusting maintenance schedules to
levelize risk," IEEE ngg actions, volume PAS-91,
numbexr 5, pages 2057=2063, October 1972
Ohristiaanse, W. R., and Palmer, A. H., "A technique
for the automated scheduling of the maintenance of

generating facilities," zlgg_g;ggggglng_ pages
319=-327, 1971 :

Wall, I. and Fenech, H., "The application of dynamic
programming to fuel menagement optimization,"

Eﬁgl2gx_§21%n22_2ng_§nzins§£;ns. volume 22, pages
285-297, 1965

Rees, F. J., and Goodrich, J. M., "Power system
approach to optimal nuclear fuel management,'
£inal report, Systems Control, Inc., SCI Project
1279, June 1970

Miller, R. H., and Thompson, R. P., "Long-range
scheduling of power production," IEEE PAS Winter
Conference paper number C72 160-5, 1972

larson,-R. E., and Keckler, W. G., "Applications of
dynanmic Rrogrdmming to the control of water resource
systems,  Automatica, volume 5, pages 15-26, 1969

Rees, F. J., and Iarson, R. E., "Application of
dynamic programming to the optimal dispatching
of electric power from multiple types of generation,

IEEE Transactions, volume PAS-90, number 2, pages
91-899, rch 1971

Davidson, P. M., et al, "Unit commitment start-stop
scheduling in the Pennsylvania-New Jersey~ Maryland

1ngerconnection, LGA Proceedings, pages 127-132,
1967

Kirchmayer, L. P., Economic Ong:gzggn of Power
§x%§gmg, John Wiley & Sons, Publishers, New York,
19 '

Moskalev, A. G., "Principles of the most economic
distribution of the active and reactive loads in
automatic control power systems," Elektrichestvo,
volume 12, pages 24-33, 1963 .

Dopazo, J. G., Klitin, O. A,, Stagg, G. W., and
Watson, M., "An optimization technique for real
and reactive power allocation," Proceedings IEEE,
volume 54, pages 1877-1885, 1967 '



(34)

(35)

(36)

(37)

(38)

(39)

(40)

(41)

(42)

(43)

-141-

Lowery, P. G., 'Generating unit commitment by
dynamic programming," IEEE Tﬁa%sactiogs, volume
PAS-85, number 5, pages 422-426, May 1966

Hara, K., Kimura, M., and Honda, N., "A method
for planning economic unit commitment and malntenance

of thermal systems," IEEE Transactions, volume
PAS-85, number 5, pages 427-436, May 1966
larson, R. E., and Korsak, A. J., "A dynamic
programming successive agproximations technique

with convergence proofs,” Automatica, volume 6,
pages 245-252, 1970

Kickler, W. G., and Larson, R. E, "Dynamic program-
ming application to water reservoir system operation

and planning," J al Mathematical Analysis
Applications, volume 24, pages 80-109, 1968
Petersen, H., "An example of the use of dynamic

programming for economic operation of a hydro-
thermal system," PSCC, Sweden, Report 6.4, 1966

Hano, I., Tamura, Y., and Narita, S., "An application
of the ma.ximum principle to the most economic

operation of power systems," IEEE TEangactign
volume PAS-85, number 5, pages 94, May 1966
Narita S., Oh, Y., Hano, I., and Tamura, Y.,

Optimal system operation by the discrete maximum
principle,” PICA Proceedings, pages 189-208, 1967

Belaev, L. S., "Application of Pontryagin's Maximum
Principle for the optimization of the operation of
compléx electric power systems," Isvestia Academy,
Nauk, U.S.S5.R. Energetica and TranSport number 5,
pages 13-22, 1965

Dahlin, E. B., and Shen, D. W. C., "Optimal solution
to the hydro-steam dicpatoh problem for certain

practical systems," IEEE Transactions, volume
PAS-85, pages 437-45§ 193%

Narita, S., "An application of the maximum principle
to the most econonmic operation of power systems, "

. EJggt:Jgag Epgineering in Japan, volume 85, pages
23=-35, 19



-142-

(44) Ooh, Y. N., "An application of the discrete maximum
principle to the most economic power system operation,"

E129g;1sa%.@nsln&gxins_ln_iénan. volume 87, pages
17-28, 1967

(45) Dillon, T., and Morsztyn, K., "Optimal control of
integrated power systems," Monash University Electrical
Engineering Department Report MEE 69-3, 1969

(46) Dillon, T. and Morsztyn, K., "Mathematical solution
of the problem of optimal control of integrated
power systems with generalized maximum principle,"
International Journa Co , Vvolume 13, pages

33-851, 1971

(47) Dillon, T. S., and Morsztyn, K., "New developments
in the optimal control of integrated (hydro-thermal)
power systems including & comparison of different

computational procedures," 4th PSCC Proceedings,
paper 2.1/10, 1972

(48) Kerr, R, H., Scheidt, J. L., Fontana, A. J.; Wiley,
J. K., "Unit commitment," IEEE T;agsactéogs, volume
PAS-85, number 5, pages 417-421, May 19

(49) Garver, L. L., "Power generation scheduling by
integer programming,” AIEE Transact , paper
number 62-212, pages T730-735, February 1963

(50) Muckstadt, J. A., and Wilson, R. C., "An application
of mixed-integer programminﬁ duality to scheduling
thermal generating systems, ngﬁ_gggggggglggg,
vg%gme PAS-87, number 12, pages 1968-1978, December
1

(51) Christiaanse, W. R., and Palmer, 4. H., "A technique
for the automated scheduling of the maintenance of
generating facilities," (or see reference (24)),

IEEE Trapsactions, volume PAS-91, number 1, pages
137-145, January 1972 '

(52) Sokkappa, B. G., "Optimum scheduling of hydrothermal
systems - a generalized approach,"

1EEF Transaction,
volume PAS-82, pages 97-104, April 1963

(53) Krumm, L. A., "Generalization of the gradient
method of optimization of mode of operation of
integrated power systems," Isvestia Academy Nauk,
U.S.S.R. Energetica and Transport, number 3, pages
3-16, 1965



~143-

(s4) Tyren, L., "Short-range optimisation of a hydro-
; thermal system by a gradient method combined with

linear programming,paper 053 in Proceeg;ggs of the
3rd Power Systems Computation Conference, Rome,
1969

(55) Baldwin, C. J., Dale, K. M., Dittrich, R. P.,
"A study of the economic shutdown of generation

units in daily dispatch," AIEE Transactions, volume
78, part III, pages 1272-1284, 1959
(56) Osterle, W. H., Geiser, J., Dale, K. M., DeSalvo,

C. A, aComputer selection of generating units to
be operated - Part II. By dynamic programming on

a large computer," Proceedings of AIEE Povwer Industr

Oomputer Applications Conference, St. Louis, 1960
(57) System Planning and Control Section, "Generatiqn

transmission planning and economic evaluation,'

Electric Utility Engineering Operation, General
Electric Company, Schenectady, N. Y., June 1969

(58) Happ, H. H., Johnson, R. C., and Wright, W. J.,
"large scale hydro-thermal unit commitment - method
and results,"

IEEE Transactions, volume PAS=90,
pages 1373=138%, 1971

(59) Bonaert, A. P., BEl-Abiad, A. H., Koivo, A. J.,
"Effects of hydro dynamics on optimum scheduling

of thermo-hydro power systems," IEEE Transactions,
volume -PAS-91, number 4, August 1972 -

(60) Bonaert, A, P., El-Abiad, A. H., Koivo,'A. J.,
"Optimal scheduling of hydro-thermal power systems,"

IEFE Transactiops, volume PAS-91, number 1, pages
263-270, February 1972

(61) Hoffman, A. G., Guberman, R. P., Coulter, J. C.,
et al, "Hydro-thermal optimization of the PG&E
system," presented at the IEEE summer conference,
paper number c72 491-9, 1972

(62 Bernard, P. J., Dopazo, J. F., and Stagg, G. W.,
"A method for economic scheduling of a pumped

hydro and steam generating system," IEEE Trapsactions,
~ paper 63-959, pages 23-30, January 19
(63) Rees, F. J., and Fate, M. E., "Programs optimize

hydro-thermal mix," Electrical World, pages 47-48,
May 11, 1970



(64)
(65)

(66)
(67)
(68)

(69)

(70)

(71)

(72)

(73)

(74)

Yy

same reference as (42)

El-Hawary, M. E., Christensen, G. S., "Functional
optimization of common-flow hydro-thermal systems,"
IEEE Transactions, volume PAS-91, number 5, pages
1833-1839, October 1972

Aresmunander, A., "Discussion of Optimum operation
of a hydro-thermal system," AIEE Tranpsac

volume 80, part III, pages 242-250, August 1962

Guy, J. D., "Security constrained unit commitment,"

IEEE Transactions, volume PAS-90, pages 1385—1389,

1971

Ayoub, A. K., Patton, A. D., "Optimal thermal
generation unit commitment

, IEEE Tragsact;ggg,
volume PAS-90, number 4, pages 1752-1756, 1971

Jain, A. V., and Billinton, R., "Unit commitment
reliability in a hydro-thermal system," presented
at IEEE winter conference meeting, paper C73 096-5,
January 1973

Jain, A. V., and Billinton, R., "Spinning reserve
allocation in a complex power system," presented
at IEEE winter conference meeting, paper C73 097-3,
January 1973

Dillon, T., and Morsztyn, K., “Application of the
sequential unconstrained minimization technique for
nonlinear programming to the optimlization of a

thermal power system," Proceedings Third Hawaii

International Conference on System Sciences,
pages 949-952, 1970

Dillon, T., and Morsztyn, K., "Active and reactive
load scheduling in a thermal power system in the
presence of autotransformers using nonlinear
programming,” to appear in International Engineering
of Aust. .

Dommel, H. W. and Tinney, W. F., "Optimal power
flow solutions IEEE Transactions, volume PAS-8T7,
pages 1866~ 1874 1968

El-Abiad, A. H., and Jaimes, F. J., "A method for
optimal scheduling of power and voltage magnitude,"

IEEE Transactions, volume PAS-88, pages 413-422,
1969



(75)

(76)

(77)

(78)

(79)

(80)

(81)

(82)

(83)

(84)

145~

Peschon, J., Piercy, D. S., Tinney, W. F., Tviet,
0. J., and Cuenard, M, "Optimal control of reactive

power flow," IEEE Trapsactions, volume PAS-87,
pages 40-48, 1968

Sasson, A. M., "Nonlinear programming solutions for
load-flowﬂ minimum-loss and economic dispatch
problems,

IEEE Transactions, volume PAS-88, pages

Dauphin, G., Feingold, D., and Spohn, G., "Method
of optimizing the production of generating stations

of a power network," PICA Conference Record, pages
133-140, 1967

Shen, C. M., and Laughton, M. A., "Determination
of optimum power system operating conditions under
constraints," Proceedings IEE (England), volume
116, pages 225-233, 1969

Heuck, K., "Optimal scheduling of thermal power
stations,  paper presented at PSCC conference,
paper number 2.1/2, Grenoble, France, September
11-16, 1972

Dodu, J. C,, Martin, P., Merlin, A., Pouget, J.,
"An optimal formulation and solution of short-
range operating problems for a power system with

flow constraints," Proceedings IEEE, volume 60,
number 1, pages 54=-63, January 1972

Martin, P., Merlin, A., "Mdthode combinatoire de
répartition 4 court terme d'un ensemble de production

thermique hydraulique," Revue Gen. Elect., volume
79, number 9, pages 741-754, October 1970

Merlin, A., Martin, P., "M&thode de répartition
journalidre d'un ensemble de moyers de production
thermique et hydraulique," Electricitd de France,
Bull. Etudes Recherch., Ser. B., 1969

Dodu, J. C., and Merlin, A., "Mdthode de rdsolution
du dispatching économique dans 1'approximation du
courant continu (Modéle MAYA)," Electricitéd de
Prance, Bull. Etudes Recherch., Ser. B., no. 3,
1970 :

Boulld, D., Vincent, M., "Les dispatchings d'dlectricité
de France - Description générale de l'ensemble des
programmes de calcul utilisés par le dispatching



(85)

(86)

(87)

(88)

(89)

(90)

(91)

(92)

(93)

(94)

(95)

=146~

. .
central d'Electricité de France," Revue Gen. Elect.,
volume 80, number 5, pages 383-392, May 1971

Stone, D. G., "Economic scheduling by a network
flow method,” Control Systems Research Report,
Centre for Computing and Automation, Imperial
College, London, 1967

Brewer, C., Charles, G. I., Parish, C. C. M,,

Prewett, J. N., Salthouse, D. O., and Terry, B. J.,
"Performance of a predictive automatic load dispatching
system," Proceedi IEE (England), volume 115,

pages 1577=-1586, 19

same as reference (78)

Benthall, T. P., "Automatic load scheduling in a
multiarea power system," nggggggngg IEE (England),
volume 115, number 4, pages 592-596, 1968

Wells, D. W., "Method for economic secure loading
of a power system," Proceedings IEE (England),
volume 115, number 8, pages 1190-1194, 1968

Thanikechalam, A., and Tudor, J. R., "Optimal
rescheduling of power for system reliability,

Iransactions IEEE, volume PAS=-90, number 5, pages
2132-2192, 1971

Aldrich, J. F., Happ, H. H., Leuer, J. F., "Multi-
Area Dispatch, Tg%ggaggggns IEEE, volume PAS=-90,
number 6, pages 2661-2670, December 1971

Happ, H. H., "Multi-level tearing and applications,"
IEEE Transactions, volume PAS-92, number 2, pages
725-735, April 1973 '

Ferrara, E., and Galierb, R., "Application of linear
programming and special load flow algorithms to

optimum scheduling computations," Proceedings 3rd
PSCO, Rome, paper number OM7, 1969 '

Taylor, D. G., "A linear programming model suitable
for power flow problems," paper presented at 3rd
PSCO, paper number OM2, Rome, 1969

Fanshal; S., and Lynes, B. S., "Economic power

generation using linear pro%ramming," IEEE Trapsactions,
volume PAS-83, pages 347-356, 1964 ' '



(96)

(97)

(98)

(99)

(100)

(101)

(102)

(103)

(104)

(105)

-147-

Diperna, A., and Ferrara, E., "Optimum scheduling
of a hydroelectric system by linear proiramming,

Proceedings 2nd PSCC, Sweden, paper 6 1966

Pukao, T., and Yamazaki, T., "A computational
method of economic operation of hydro-thermal
power systems including flow interconnected hydro
power plants," Electro-Tech. J. Japan, volume 6,
pages 22-26, 1960

Shen, C. M., and laughton, M. A., "Power-system
load scheduling with security constraints using
dual linear programming," Proceedings IEE (England),
¥8%gme 117, number 11, page 2120-2127, November

Hayward, A. P., Taylor, C. E., Kerr, R. H., and
Kirchmayer, L. K., "Minimisation of fuel costs

{ the technique of linear programming," Iransactions
AIEE, volume 76, pages 1288-1295, 1957

El-Hawary, M. E., and Ghristensen, G. S., "Application
of functional analysis to optimization of electric
?ower systems," Internatiopal J al of Cq

Great Britain), volume 16, number 6, pages 1063-
1072, December 1972

Gent, M. R., end Lamont, J. W., "Minimum emission
dispatch,‘ IEEE Tgagsag%;ggs volume PAS-90,
number 6, pages 2650-2660 December 1971
Sullivan, R. L., "Minimum pollution dispatching,

paper presented at IEEE Power Engineering Society
summer meeting, paper C72 468-7, 4 pages, 1972

Gongressional Quarterly section on Electric Power,
"Man's control of the environment," C s
Quarterly, Washington, D. C., pages 50~53,. August
1970 '

Gruhl, J., "Economic-environmental-security transform
curves of electric power system production schedules
and simulations," Report MIT-EL 73-006, Energy
Iaboratory, M.I.T., Cambridge, Massachusetts,

90 pages, November 1972

Gruhl, J., "Quantification of atmospheric environmental
impact of electric power generation," Report MIT-EL
73-005, Energy Laboratory, M.I. T., Cambridge,
Massachusetts, March 1973 :



o,

(106)

(107)

(108)

{48~

Gruhl, J., "Quantification of aquatic environmental
impact of electric power generation," Report

MIT-EL 73-004, Energy laboratory, M.I.T., Cambridge,
Massachusetts, 176 pages, April 1973.

Galisna, F. D., "&n application of system identification
and state prediction to electric load modelling and
forecasting," Ph.D. Thesis M.I.T. Dept. of Electrical
Engineering, Electric Power Systems Engineering
Iaboratory Report 28, Cambridge, Massachusetts,

March 1971

Working Group on Power Plant Response to Load Changes,
"Megawatt response of fossil fueled steam units,"
IEEE Transactions, volume PAS-92, number 2, pages

455-463, April 1973



