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Abstract— In many distributed applications, end hosts need to
know the network locations of other nearby participating hosts
in order to enhance overall performance. Potential applications
that can benefit from the location information include automatic
selection of nearby Web servers, proximity routing in a peer-to-
peer system, and loss recovery in reliable multicasting.

We focus in this paper on the network neighborhood discovery
problem in large-scale distributed systems. In these systems,
the number of participating nodes can be very large, and the
membership can dynamically change. Our goal is for each node
to discover other ”nearby” participating nodes in a completely
decentralized manner, where each node probes only a small
subset of other nodes in the system. This approach will lead
to improved overall performance by matching client requests for
services with participants in the peer-to-peer service system that
are, on average, nearby in the network sense.

Recent works in distributed peer-to-peer systems, such as
Chord, CAN, Tapestry and Pastry, provide efficient distributed
lookup structures. In this paper, we investigate a rendezvous-
based scheme for a node to discover other nearby participating
nodes using a peer-to-peer lookup system such as Chord. Given
a key, the Chord protocol maps the key onto a node. Our idea
for network neighborhood discovery is for each host to compute
a key that characterizes its network location on the Internet.
We call such a key the location key, and the nodes that these
location keys are mapped to the Rendezvous Points. To lookup
other nearby participating nodes, a node seeking some service
queries its corresponding rendezvous point using its location key.

We focus on the issue of how to generate the location key
in a distributed fashion such that nodes that are close to each
other in the actual network will have similar location key values,
and therefore be mapped to nearby locations on the Chord
ring. In this paper, we examine the performance tradeoffs of
such a rendezvous scheme using the Global Network Positioning
(GNP) approach to generate the location keys. In GNP, each
node measures its network distances to a few landmark nodes
to derive its coordinates in a D-dimensional geometric space.
We generate a host’s Chord location key from its 1-dimensional
GNP coordinate, and use coordinates from a higher dimensional
space to refine the searching process for the closest node. We
evaluate our scheme in the context of the nearest neighbor
discovery problem. Using data from the Active Measurement
Project of the National Laboratory for Applied Network Research
(NLANR), we compare its performance with a random mapping
scheme, where location keys are randomly generated. Using our
coordinate-based rendezvous scheme, 66% of the nodes found
their actual closest network neighbor by pinging only a small
number of nodes.

I. INTRODUCTION

In many distributed applications, end hosts need to know the
network locations of other nearby participating hosts in order

to enhance their performance. Example applications include
automatic selection of nearby Web server, proximity routing
in a peer-to-peer (P2P) system, and loss recovery in reliable
multicasting. In this paper, we focus on the network neigh-
borhood discovery problem in large-scale distributed peer-to-
peer systems. There are several challenges to the network
neighborhood discovery problem in these systems.

� The first challenge is to measure and estimate the network
locations of nodes. Although the most accurate way to
discover nearby nodes is for each node to explicitly mea-
sure the round-trip latency to every other node in the sys-
tem, this scheme does not scale for systems with hundreds
and thousands of nodes. Besides, this approach requires
each node to have complete membership information,
which is impractical to maintain in a large, dynamic peer-
to-peer system. Therefore, we need a scheme to estimate
and characterize the network location of a node by using
only a small number of round-trip time measurements.

� Secondly, once we have an estimate of a node’s relative
network location, we need a compact representation of
the location information so that nodes can exchange the
locality information efficiently.� The third issue is the distributed membership discovery
problem; after we have a mechanism to estimate, char-
acterize, and represent the network locations of nodes,
how can nodes discover other nodes in the same network
neighborhood? One way is to use a centralized directory
lookup system, where all nodes deposit their location
information at a centralized server. The disadvantage of
this scheme is that the centralized server becomes the
bottleneck and the single point of failure in the system.
Another common way for membership discovery in a
distributed environment is for members to use a gossip-
like protocol[1]. While gossiping can be a robust way to
discover membership information, it does not localize the
information discovery process to only relevant nodes.

Our goal is for each node to discover other “nearby”
participating nodes in a completely decentralized manner,
where each node probes only a small subset of other members
in the system. We use round-trip latency as a measurement of
nearness between network hosts.

In this paper, we introduce a rendezvous-based scheme for
distributed topology discovery using a peer-to-peer lookup



system such as Chord[2]. Given a key, the Chord protocol
maps the key onto a node. Our approach is for each host to
compute a key which characterizes its network location on the
Internet. We call such a key the location key, and the nodes
that these location keys are mapped to the Rendezvous Points
(RPs). We use a coordinates-based approach to characterize a
host’s location on the Internet. In particular, we use the GNP
(Global Network Positioning)[3] scheme to derive some D-
dimensional coordinates for each host. To lookup other nearby
participating nodes, a node seeking some service queries its
corresponding Rendezvous Point using its location key.

One issue is how one can map Internet network locations
to Chord identifier space such that nodes that are close to
each other in the actual network will be mapped to similar
key values in the Chord identifier space. On one hand, we
would like to exploit the natural clustering among nodes so
that nodes that are close to each other are mapped to the same
rendezvous point. On the other hand, the location keys should
not be clustered too tightly in order to avoid overloading any
rendezvous points.

II. RELATED WORK

Rendezvous-based communication is not a new idea. IP
multicast and its later variants [4], [5] are examples of how
senders and subscribers of a multicast group can use routers
in the network as rendezvous points. Recently developed
distributed peer-to-peer lookup structures, such as the origi-
nal Plaxton scheme[6], Chord[2], Pastry[7], Tapestry[8], and
CAN[9] are all well-suited to implement such rendezvous-
based communications. Applications of these distributed
lookup schemes include CFS[10], which is a distributed file
system built on top of Chord; SCRIBE[11], which is a topic-
based publish-subscribe infrastructure for content distribution
using Pastry; and Bayeux[12], which is an application level
multicast system built on top of Tapestry.

More recently, the Internet Indirection Infrastructure
(I3)[13] presents a new Internet rendezvous-based communica-
tion architecture using Chord. The I3 infrastructure is designed
to provide solutions for mobility, anycast and multicast on
the Internet. In [13], I3 was examined in several application
contexts, including server selection, service composition (e.g,
applying transcoding in the network), heterogeneous multicast,
and large-scale multicast. Its server selection application most
resembles our work in that it also uses Chord as a way for
nodes to discover the nearby servers. The difference is that
I3’s focus is on flexible and application-specific routing using
something called “triggers” as Chord keys. It did not focus on
the network neighborhood discovery problem.

Several peer-to-peer routing schemes implement some form
of closest neighbor search in order to support proximity rout-
ing. In [14], Castro et al. presented a comprehensive study of
network locality properties in Pastry. Upon joining, a node in
Pastry needs to lookup a nearby seed node in order to initialize
its routing tables to satisfy certain proximity requirements. To
discover a nearby neighbor, a node performs a series of probes
of other nodes’ proximity tables. At each iteration, a node

picks the nearest node from the other node’s proximity table
and uses that node as the probing target in the next iteration.
The probing stops when no more “progress” is made in terms
of the network distances. Castro et al.’s simulation results show
that the scheme takes a large number of probes to discover the
nearby node, since they start probing from a randomly selected
node in the system.

In CAN, proximity routing is supported by having nodes
that are close-by in network space map to nearby CAN key
space. Similar to our scheme, they assume the existence of
a set of landmarks in the Internet. They use some form of
“distributed binning” scheme to allocate nodes into CAN key
space based on their relative distances to those landmarks. This
distributed binning scheme is later explored in detail in [15].

There are two major differences between their work and
ours. First, in the distributed binning scheme, the location of
an end host

�
is characterized by the ordering of landmarks

in terms of their distances to
�
. The CAN key space is then

divided into regions based on the ��� different orderings of
the � landmarks. A node is randomly mapped to a point
within the region in CAN key space (a d-dimensional Cartesian
space) with corresponding landmark ordering. The potential
drawback of their scheme is that the mapping depends on a
fixed � . Changing the number of landmarks would change
the way the key space is divided into regions, which will in
turn change where the nodes are mapped to in the key space.
In contrast, our scheme is insensitive to the exact number of
landmarks used as long as the landmarks provide a consistent
set of reference coordinates to other nodes. Secondly, their
work did not focus on using the P2P lookup structure in the
context of the distributed topology discovery problem. As a
result, they did not address issues such as distributions of the
bin size.

III. RENDEZVOUS-BASED TOPOLOGY DISCOVERY USING
STRUCTURED P2P SYSTEMS

In this section, we describe a rendezvous-based scheme
for distributed topology discovery. As mentioned earlier, we
use GNP[3] to compute the coordinates of each host in a
D-dimensional geometric space to characterize its network
location. In GNP, a set of infrastructure nodes, called land-
marks, are used to provide reference coordinates. Each host
measures the distance between itself and the � landmarks
to derive its coordinates in a D-dimensional geometric space.
The GNP system computes the coordinates of a node by min-
imizing some error measurement function (which can be the
simple squared error or more sophisticated error measurement
function). As the GNP paper by Ng et al.[3] has shown, the
coordinates-based system is an effective and compact way to
represent a node’s location relative to others.

The question next is how one can map GNP coordinates to
Chord id space such that nodes that are close-by in terms of
the actual network latency can discover each other quickly
through the Chord lookup mechanism. Our approach is to
simply compute the 1-D coordinate for each node based on
its distances to the � landmarks, and then linearly scale the



1-D coordinate to the Chord identifier space. The scaled 1-D
coordinate then becomes the key for looking up other nodes
using Chord. After nodes rendezvous with each other using
their coordinates-based location key, they can use coordinates
with higher dimensions to refine their searches. More details
of this mapping scheme will be presented in the next section.

A. Coordinates-based mapping scheme
For simplicity, we assume that all nodes in our peer to peer

system maintain a Chord lookup structure amongst themselves.
Each node is assigned a random identifier. Identifiers are
ordered in an identifier circle modulo ��� as in Chord.

Note that the above assumption is not required to guar-
antee the correctness of the scheme. Our topology discovery
scheme does not require all nodes in a peer-to-peer system to
maintain a Chord look up structure amongst themselves. In
fact, the nodes which are querying their respective network
neighborhoods can be a completely different and independent
set of nodes from the Chord nodes. For example, a rendezvous
service can be provided by a set of distributed, dedicated nodes
running Chord. In this case, a querying node simply needs
to know the identities of the landmark nodes for deriving its
coordinates, and the identity of any Chord node to do the
topology lookup.

Let 	 be the number of landmarks in the infrastructure.
Each node will measure its RTT to each of the 	 landmarks.
Using the 	 RTT measurements, each node then generates its
D-dimensional coordinates, and a 1-dimensional coordinate.
The 1-dimensional coordinate value is linearly scaled to the
Chord identifier space. Each node 
 then uses its scaled 1-D
coordinate value, �� as a Chord key to look up its rendezvous
point. Since in a distributed environment, the actual range of
the 1-D coordinate value is unknown, each node needs to
use a pre-defined, estimated coordinate range to map its 1-
D coordinate value to the Chord key space.

The successor node of key ��� on the Chord identifier circle
is the Rendezvous Point (RP) of node 
 . Node 
 sends a
message, containing its D-dimensional coordinate values, to
its RP to look up other nearby nodes. Each rendezvous point
maintains a “pool” of nodes that are rendezvousing at itself.
The “pool size” of a rendezvous point refers to the number of
nodes that are rendezvousing at that RP.

We assume that each RP periodically exchanges its “pool”
list with its immediate successor and predecessor on the Chord
ring. The combined “pool” list is then called the “augmented
pool” list. In response to each node 
 ’s query for 
 ’s nearest
network neighbor, an RP sorts its augmented pool list based on
each node’s Euclidean distance in the D-dimensional space to
node 
 . It returns the closest � nodes in the sorted list to node

 as a response to its query. To complete the search process,
node 
 then pings each of the � nodes returned by its RP, and
declares the one with the closest RTT measurement its closest
network neighbor.

IV. EXPERIMENTAL RESULTS

In this section, we give a preliminary evaluation of the
above coordinate-based rendezvous scheme for discovering

nearby nodes. We compare our coordinate-based mapping with
a randomized mapping scheme and show that the coordinate-
based scheme is much more effective in locating nearby nodes.
The randomized mapping scheme works the same way as the
coordinate-based scheme, except that each node, instead of
using the 1-D coordinate as a key to locate its RP, uses a
randomly generated key to locate its RP.

The Active Measurement Project (AMP) at the National
Laboratory for Applied Network Research (NLANR) collects
network measurements between over 100 active monitors
distributed over the Internet[16]. We use the round trip time
(RTT) measurements between 110 of such monitors on July
16, 2002 for our experiments. The RTTs are the round trip
ping time between each pair of hosts measured at a frequency
of once every minute over a 24 hour period (i.e., total of 1440
round trip times reported between each pair of hosts). We take
the average RTT over the 24 hour period between each pair of
hosts, and generated a 110x110 RTT matrix to represent the
pairwise distances between hosts.

To make minimum assumptions about the landmark place-
ment, we randomly chose 10 nodes from the 110 nodes as the
landmarks for each experiment. Ten experiments in total were
performed, each with a different random selection of the 10
landmarks.

We use the RTTs between each host and the 10 randomly
selected landmarks as input to GNP, and generated two sets
of coordinates for each host: coordinates in 5-Dimensional
and 1-Dimensional space. We use the simplex downhill im-
plementation in GNP to compute the coordinates to minimize
the following normalized squared error function:

����� ��������������� � � � �"!#��� �
� � � �%$

where � � � is the actual distance measurement between host

 and & , and � ��� is the computed distance (Euclidean in our
case) between host 
 and & using the coordinates. The initial
range we use to the simplex downhill method for locating the
minimum in the above error function is -250 to 250. We use
the same range for scaling the 1-D coordinates to the Chord
identifier space. For ease of implementation, we chose the
identifier space to be in the range of 0 to �('*)+!-, .

We examine our rendezvous algorithm in terms of 3 per-
formance metrics: distance ratios, poolsize, and augmented
poolsize. The distance ratio . � of a node i is defined as,
. � �0/21�143/21�165 , where .8797;: is the RTT measured between node

 and its closest found node, and .8797=< is the RTT measured
between node 
 and its actual closest network neighbor in the
system.

A. Distance Ratio Comparison

In this section, we examine the distance ratios of both
the coordinate-based and the random mapping schemes. We
declare a node to have found its actual closest neighbor if
the distance ratio is >?,A@ BAB�BC, . The results presented here
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Fig. 1. Coordinates-Based Mapping Distance Ratio Distribution, k = 1,3,
and infinity.
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Fig. 2. Distance Ratio Distribution: Random vs. Coordinates-Based Mapping,
k = 3.

are combined distributions of distance ratios from all 10
experiments (with different landmark selections).

We examine the distance ratios of the coordinates-based
mapping scheme when D = 1, 3 and infinity. Recall that, in
response to a node E ’s query to its closest node, an RP will
return the D closest nodes to E in its augmented pool. When
DGF infinity, the RP returns the entire augmented pool list to
node E , which in turn pings each node to locate the closest
neighbor.

From Figures 1 and 3, we note that a node derives most
of the benefits by pinging only the 3 closest nodes (in terms
of 5-dimensional Euclidean distance) in its RP’s augmented
pool. Figure 2 and 3 show that the coordinate-based scheme
significantly outperforms the randomized-mapping scheme.
For example, from figure 3, using the coordinate mapping
algorithm with a scaling range in (-250, 250), 66% of the
nodes found their actual closest neighbor, and 80% of the
nodes yield distance ratios less than 1.5 by pinging the closest
3 nodes from its RP augmented pool. In comparison, using
the randomized mapping scheme, less than 20% of the nodes
found their actual closest neighbor, and 30% of the nodes yield
distance ratios less than 1.5.
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Fig. 3. Distance Ratio Cumulative Distribution: Random vs. Coordinates-
based mapping
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Fig. 4. Coordinates-Based Mapping Poolsize Distribution

B. Poolsize Distribution

Next we examine the poolsize distribution, i.e., for each
node, we take the number of nodes rendezvousing at that node,
and plot the overall distributions from the 10 experiments. This
section presents the RP’s pool size before augmenting with its
Chord neighbors’ pool list. In the next section, we present the
distribution for the augmented pool.

As expected, the coordinates-based mapping scheme has
more skewed poolsize distribution because the nodes are
clustered in the actual network space. Before augmenting their
pools, about 75% of the nodes have no nodes rendezvous at
them. In contrast, 50% of the nodes in the random mapping
scheme have no nodes mapped to them.

C. Augmented RP Poolsize Distribution

Finally, we examine the augmented RP poolsize distribution.
For each node E in the system, we record the augmented pool
size of the RP of node E and plot the overall distribution from
10 experiments.

Note that since we are taking the distribution from only
RP nodes, there are no nodes with augmented poolsize of
0. The randomized mapping shows that about 16 percent
of the nodes rendezvous at RPs have only 2 nodes in its
augmented pool. In the coordinate-based mapping scheme, the
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Fig. 5. Random Mapping Poolsize Distribution
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Fig. 6. Coordinates-Based Mapping Augmented RP Poolsize Distribution

maximum augmented poolsize is close to 40. Further research
is necessary to examine the effects of scaling ranges on the
performance tradeoffs of the system.

V. CONCLUSION AND FUTURE WORK

In this paper, we have presented some initial evidence that
a coordinate-based rendezvous scheme can be an effective
way for distributed lookup of network neighborhood. The
behavior of the algorithm needs to be evaluated further in
a large-scale simulation environment. Further, nodes which
are isolated in network space will likely be mapped to a
rendezvous point with no other nodes in the pool. In this
case, we need an efficient lookup algorithm for these nodes
to locate its “closeby” nodes on the Chord ring. As part
of the future work, we will explore alternative mapping
functions to map Internet network locations to Chord key
space. In particular, we will focus on the tradeoffs between
the rendezvous point poolsize and the lookup efficiency of the
rendezvous mechanism. We will also investigate the use of the
coordinates-based rendezvous scheme in other scenarios, such
as discovering network clusters among distributed peer-to-peer
hosts and construction of efficient overlay networks.
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