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Foreword

In 1976 the Energy Laboratory of the Massachusetts Institute of
Technology began working, initially with the MIT Lincoln Laboratory, to
analyse the potential demand for photovoltaic power systems in a range of
econonic sectors in the United States.* Over the next five years the
Znergy Laboratory was funded by the Department of Energy (and £RDA) to
develop the analytic tools necessary for demand analyses, carry out these
analyses and interact with the other laboratories and private research
organizations involved in the photovoltaic program. The report which
follows is an outgrowth of the work undertaken by the Energy Laboratory.
It reports on the research results and on a process developed, that of
increasing detail in data and complexity in modeling as the technology
itself developed toward a viable energy alternative--i.e., a need-to-know
approach. The report covers models developed and analyses carried out.
Finally it presents what we believe was learned in the years of analysis
of demand for an "unseen technology." It is our hope that the analyses
will add to the understanding and future planning of any federal role in

new technology development, specifically energy developrent.

*Limited effort was also undertaken in developing the concept and
preliminary specifications for photovoltaic powered micro irrigation

systems for use in deltaic areas of the developing nations.
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Chapter 1
Introduction
Richard D. Tabors

1.0 Background

The energy crisis which began in 1973 brought a major change in
attitude on the part of the general population and of government toward
security of energy supplies in the short run and structural change in
source of supplies in the long run. While major investments in research
were generally not seen as solutions to short-run supply problems, such
investments were perceived as potential solutions for long-range energy
supplies and the implied transition to sources other than imported oil.
The sharp increase in world oil prices and the uncertainty in long-term
supplies jolted governments and corporations into evaluating or
reevaluating a set of technologies which might supply energy from
nontraditional sources ranging from the synthetic fuels manufactured from
coal to the renewable technologies of solar and wind. By 1976 the U.S.
had launched a massive, highly diverse research, development and
demonstration program to provide economic alternatives to high-priced and
insecure imported oil. These alternative technology programs had similar
objectives., Summarized and simplified, these were to:

- Be economically competitive with conventional energy sources by

some prespecified date, frequently 1986.
- Be technically capable of providing a significant portion of
U.S. energy supplies by some prespecified date, generally 2000.

- Be environmentally benign.

-  Be socially acceptable (preferable if possible).
While these objectives were generically easily stated, the pathway to

their implementation was frequently less clear.
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The majority of the RD&D programs logically began as efforts to
improve the technical performance of the individual technological options
and had little if any emphasis on understanding the marketplace within
which, according to the first objective, the technology was to compete.
The technology development programs themselves had a specific flavor in
that the first governmental laboratories to become actively involved were
those of NASA partly because of marginally employed but technically
skilled manpower and partially because of their "mission"-based
philosophy toward technology development. The role of private investment
in many of the new technologies was limited to large o0il companies, some
of whose images were being altered to energy companies while others
openly admitted a major effort to improve their public image.

This report traces, in part, the development process of the
photovoltaic technology, photovoltaics. This was primarily a
governmental, not a private, RD&D activity within the United States. The
lead research groups, or prime contractors, for the photovoltaic program
were either governmental agency laboratories, or Federal Contract
Research Centers with only one exception, a University Research
Organization. The program followed an aerospace structure in large
part. The individual prime contractors were responsible for steps in the
development process or for specific alternative systems. The prime
contractors administered sets of subcontractors whose output was planned
to meet the specific objectives of the prime contractor. Thus the Jet
Propulsion Laboratory had responsibility for silicon technology research
and development (later changed to development only but for all potential
photovoltaic materials such as gallium arsenide and cadmium sulfide).

The Sandia laboratory had responsibility for two areas, systems analysis
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and concentrating photovoltaic technology. NASA Lewis Research Ce9ter
initially had responsibility for field testing but this was reduced to
small systems testing. The Aerospace Corporation (FCRC) had
responsibility for "Mission Analysis" and finally the Lincoln Laboratory
of MIT, an FCRC, had responsibility for field testing of all but small
systems. The program, whose objectives were to meet the marketplace with
a product whose fabrication would be in private (nonsubsidized) hands and
whose end use would be competitive, was structured around a set of
laboratories and research groups who were presently and would remain
outside of the market structure., Their primary work to that date had
been in either military or space-related research and development.

Initially the technology itself was expensive and designed for space
applications. The cost was one hundred times too high and the product
was unknown to any but a military/space consumer., Finally the technology
was being developed in the public sector (generally nonproprietary
development) and the development process itself was split amongst a set
of research and development organizations. While the organizational
structure appears complex it was a pattern well understood in the space
and military programs and one that had a record of success.

There is a difference between a development effort aimed at a space
or military mission from one aimed at a conventional market. In addition
there is a difference between a commerical product that is for an end use
and one that is an intermediate product as is the case with the
electricity generated by a photovoltaic energy system. The questions
which arise are along three distinct dimensions. The first is one of
timing: When does information need to be available in the technology

development process? The second question is one of content:
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What information is required by the technology development process? The
third is one of interaction: Given the nature of the organizational
structure, to whom should demand side information flow?

This report argues for a highly integrated technology development
program that combines the technical with the economic/market research in
an iterative pattern. It argues that the federally funded technology
development program can be an effective accelerator into the marketplace
for a technology but that the technology must be well understood and the
complexities of the market understood but not necessarily solved for the
technology to enter. Throughout the report there is an effort to
identify the time-dependent, demand-related information required of the
basic technology development effort. We argue that demand information
can and should be relatively crude early in the development process. As
will be seen, this implies specific analytic techniques and requires only
minimal technical data as well. Those early efforts help to direct the
technology development effort toward those potential market areas that
appear most attractive and begin the process of defining the
characteristics of the technology which need to be considered by the
systems engineers. Assuming additional success in the technology
development effort, i.e., promise of decreasing product price, the
requirements for demand-side information increase. Product definition
becomes clearer and, as a result, the product can begin to be taken into
the field for observation by potential purchasers.

- Who needs what data and when?

- What analyses are required at Qhat level of detail?

- When is the process over, i.e., when is the technology in

private hands and part of the energy market?
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- And finally, how does the role of the government as prime mover

change and eventually stop?

2.0 Background to Photovoltaic Technology Development

Previous efforts at defining the role of the federal government in
developing markets for new energy technologies have pointed to the fact
that there are "stages" or "phases" in the process with inherently
different informational requirements and different financial
implications.* At each stage, information concerning the functioning of
the potential (or actual) market for photovoltaic power systems is
required for overall program planning. This information is also required
for continued refinement of system designs which provide the combination
of system attributes (both economic and technical) valued by likely
customers at a cost of production which will bring producers into the
market. Such systems are necessary for a functioning market.

To develop this information a set of questions and the analyses
required through time to address them are outlined below. The
information developed is necessary to understand the functioning of the
market for photovoltaics and to aid effective and efficient planning of
the government role in the future market for photovoltaic power systems.

Five types of analyses have been developed and implemented at a
series of stages in the photovoltaic technology development effort:

User Worth Analyses

*For a complete discussion see MIT Ener?y Laboratory Policy Study
Group, "Goverment Support for the Commercialization of New Energy
Technologies," MIT-EL 76-009 (November 1976) and Bottaro, Drew and Paul
R. Carpenter, "The Orchestration of Change Through New Energy
Technogogies," Draft, February 1980.



Market Analyses

Econometric Demand Analyses

- Sectoral

- Non-Sectoral

Industrial Supply Analyses

The program planning and evaluation questions which one addresses by
these analyses are the following:

1. In the setting and revision of program goals, how low must system
prices be for specific classes of potehtial photovoltaic customers to be
indifferent between photovoltaic power systems and the major alternative,
grid electricity, within the relevant market time frame?

- Appropriate Analytic Tool: Simulation analysis with the level
of detail determined by the purpose for which the results will
be used

- Uses to which the results are applied

Initial systems design
Goal development and revisions

Considerable developmental and analytic effort at several research
organizations* has gone into use of simulation modeling for initial
system design and for development and revision of goals. During the past
four years MIT/EL has implemented and tested simulation models of the
residential, commercial/industrial and significantly, utility sectors.

It has completed a comparative analysis of all sectoral simulation models
developed at MIT/EL and elsewhere and in use within the Photovoltaics

Program in residential, commercial, and utility analyses. The results

*These include the Energy Laboratory of the Massachusetts Institute
of Technology, Sandia Laboratory, General Electric and Westinghouse Corp.
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should be used as consistent physical, financial and economic assumption
sets.
2. What are the market prerequisites which must be met for
Photovoltaic power systems to be accepted in the marketplace?
- Appropriate analytic methods
Survey research
Market simulation
- Uses to which results may be applied
Product definition
Market definition
A number of market penetration models purport to reflect the
generalized character of any new product entering a given market.
Photovoltaic power systems are, however, significantly different form
traditional products handled by market models. THey have not been seen
in the market and the product concept is not well understood by the
consumer. They have superficial similarities to other energy
technologies such as solar heating and cooling and as a result may gain
or lose from the association with these earlier technologies. They are
1ikely to be attractive very early to a specific segment of the consuming
public. The PV1 model discussed in Chapter 4 has been based upon the
previous efforts in market analysis but has evolved from the earlier
efforts to include multiple photovoltaic sectors and their interaction.
PV1 is also designed to be a growing model in that additional market
survey data can be utilized in the continued refinement of the model
while the model itself can be used for structuring the collection of

market data form the early residential experiments and from other

"exposures" to photovoltaics such as that at the Carlisle Photovoltaic
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House developed by the MIT Lincoln Laboratory. PV1 has been an
increasingly valuable program tool in analyzing investment trade-offs
within the Photovoltaics Program.
3. What are the formal and informal institutions which will aid or
hinder the acceptance of photovoltaic power systems into the marketplace?
- Appropriate analytic methods
Sectoral case study analysis
Nonsectoral legal and legislative analysis
- Uses to which results are applied
Product definition
Legislative and legal responses
It has long been recognized that there are a number of factors
neither economic nor physical which will influence the acceptance of
photovoltaic power systems in the market. These influences will vary
from the normally considered effects of union rules on installation to
questions of legislative influence on the acceptance or ease of
acceptance of the technology itself. Because the residential,
grid-connected market appears to be an early and economically attractive
market it has had considerable attention. The work has gone beyond
conventional housing with an analysis of mobile and prefabricated homes
and the implications of these alternative construction methods for ease
of market entry of photovoltaics. In addition, there has been a major
effort to analyze the impact of specific legislation and regulation upon
the market acceptance of photovoltaic power systems.
4, Given the attributes of a photovoltaic power system, how will
potential end users trade off between photovoltaics and alternative

systems providing the same level of services?
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- Appropriate analytic method: econometric analysis
- Uses to which the results can be applied
Product definition
Market definition
Market size estimation
The attractiveness of photovoltaic power systems to end users will be
a complex function of economic and behavioral characteristics and
significantly a function of the other choices in electrical consuming
technologies within the household. The demand for electricity is derived
from appliance needs and hence electricity fulfills no function
independent of a set of appliances which provide the services demanded by
the homeowner. An understanding of the homeowner's trade-off between
capital and operating costs for major appliances as well as for
photovoltaic systems will play a major role in developing predictions of
the size of the photovoltaic market. This analysis is required late in
the development process but has required the development of new analytic
methodologies which allow for analysis of trade-offs in "attributes" of
the individual technologies. The second stage in this activity has been
to gather and analyze data on consumer trade-offs between capital and
operating costs for a set of large consumer durables such as hot water
heaters and heating systems for homes.
5. How will the photovoltaic industry respond to the developing
photovoltaic market?
- Appropriate analytic methods
Simulation analysis
Survey research

- Uses to which results may be applied
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Supply side growth projections
Market size estimation
As photovoltaic technology develops, it attractiveness to investors

increases and investors are more likely to invest in photovoltaics.
However, questions concerning the rate at which investment in new plants
will occur, the size of the plants, the nature of the evolving market
structure, the responsiveness of investors to incentives and the
desirability of establishing incentives must be addressed if the ultimate
success of the program is to be achieved. To date the planning emphasis
has been on cost reduction and the study of the different market sectors;
the growth of the supply side has been assumed once the rational
consumer's “"break-even" price was reached technologically. The logistics
of development of a photovoltaics supply industry have been overlooked,
as production capacity cannot be installed instantaneously. The
structure of industry has also been assumed implicitly, with program
assumptions being that highly vertically-integrated plants will be the
ones built.

While some surveys do give a confident feel that one has the "inside"
facts, their shortcomings for forecasting are numerous, especially the
possibility of strategic responses by interviewees. The alternatives of
econometric estimation of investment behavior would suffer from
inadequate data. Construction of a supply-side version of PVI, which
would delineate the relationships among the varables and then simulate
investment using survey data combined with theoretical underpinnings,
would give both the required flexibility and the most expandable
structure. While this modeling structure is introduced, its development

and testing are not described in this report.
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6. What is the role which the electric utility industry within the
United States can and should have in fairly dealing with the potential
impact of photovoltaic generation, particuarly distributed generation
into their service areas?
- Appropriate analytic methods
Simulation analysis
Optimization analysis
- Uses to which results may be applied
Utility capacity planning
Rate negotiations
For photovoltaics technology to have any significant impact on the
U.S. energy market, it will be necessary for the price of photovoltaic
systems to be at least competitive with grid power. There is, however, a
need for the utilities within the U.S. to recognize the potential value
of photovoltaic systems operating in their districts and to cooperate
with the photovoltaic power producer. While this cooperation is mandated
by Sections 210 and 210a of P.L. 95-617, the complete coordination will
require considerable mutual education between the photovoltaics community
and the electric utility industry. A portion of this mutual education is
currently under way in the development of a set of planning tools for the
electric industry which are familiar and "legitimate" to the industry and
which can be used to analyze both the central station and distributed
photovoltaic power systems integrated with the grid. At the first stage
it is possible to use only operating system models such as MIT's SYSGEN.
More detailed analysis requires new tools to evaluate the capacity

planning and uncertainty implications of integration of the the

photovoltaic technology. In such an analytic structure, the Electric
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Power Research Insititute allows for the evaluation of the
nondispatchable technologies such as photovoltaics on equal footing with

traditional technologies in a capacity expansion framework.

3.0 Report Structure

The chapters which follow suumarize the research findings of the MIT
Energy Laboratory during the photovoltaics project. The chapters include
references to the major research reports completed. In addition there is
a complete bibliography at the end of this report which covers all of the
technical reports and working papers prepared during the length of the
contract. It should be pointed out at this time that there was a
learning curve associated with the project during its duration and thus
specific conclusions in earlier reports may be superseded by later
reports. The effort in this final report has been to identify those
conclusions most current.

The second and third chapters of the report discuss that area of the
analysis most fully developed by the MIT Energy Laboratory, the worth
analysis related to grid-interconnected, primarily residential
applications for photovoltaics. The second chapter looks specifically at
the value of residential photovoltaic power systems interconnected with
the grid and, to a lesser extent, with both photovoltaic thermal systems
and with photovoltaic power systems with electrical storage. Chapter 3
addresses the issues of the value of photovoltaic systems to the utility
system in which they are interconnected. An appendix to Chapter 3
presents briefly the results of a joint research effort between DOE
photovoltaics and EPRI in developing the capability to model photovoltaic

power systems in a standard utility capacity planning structure. This
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work was part of the Electric Generation Expansion Analysis System
research effort at the Laboratory.

The fourth chapter discusses the background and development of the
market model, PV1, developed at MIT. It further summarizes the results
of a set of initial market survey studies done in conjunction with the
Residential Photovoltaics System.

The fifth chapter presents results from two studies conducted by the
MIT Energy Laboratory of the DOE Solar Heating and Cooling Program and of
the potential consumer response to that program. This research was a
portion of an overall effort early in the project to understand the
process by which the government can influence the acceptance of a
techno]oéy through introduction in the "correct" information channel.
Work not discussed in detail in this report was focused on the first
large-scale photovoltaic experiment at Meade, Nebraska, where detailed
survey and process materials were gathered, studying the channels for
innovation, introduction and acceptance in the agricultural sector.

The sixth chapter addresses the project efforts in evaluating and
monitoring the impact of PL 95-617, PURPA, and its rate-setting
procedures covered under Sections 210 and 210a.

The final chapter summarizes the lessons learned in the process of
governmental involvement in the photovoltaic technology development
program.

Each of the chapters listed above is independently authored and

contains material that is the direct result of individual research
activities of the authors. As with the project as a whole, many

individual pieces have been brought together in this report to make an

overall evaluation of the market entry process of the photovoltaic

technology.
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Chapter 2
Residential Photovoltaic Systems: Summary of Worth Analysis
Thomas L. Dinwoodie
Richard D. Tabors
1.0 Introduction

The period from 1974 to 1982 saw the refinement of the photovoltaic
cost goals that have guided the technical development work. The critical
parameters were identified and a fair level of confidence now exists in
the established range of allowable costs. Looking from 1382 to 1990,
there is strong evidence of market trends that are significant for PV.
Some of these trends have impacted the latest allowable cost analyses,
while others are mere indication of a changing market climate, one that
bodes well for the institutional and consumer acceptance of PV. And for
the post breakeven-year time frame, the latest models have been adjusted
to examine the purchaser perspective. PV has been analyzed for its
investment figures of merit--in terms identifiable to both a homeowner
and institutional decision-maker.

The purpose of this chapter is three-fold. First it is to create a
perspective on the role and significance of worth analysis in PV and
similar program development. Here, PV development is divided into the
three time frames just described. For the first, 1974 to the present,
the several studies performed to date are described in terms of their
response to the evolving questions of PV economic worth. That period
from the present to the PV break-even years defines the interim time
period. Discussed here are several trends that will play a more or less
direct role in the ultimate acceptance of PV technology. The final time

frame is that of the post break-even years. Here PV worth from the
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investor perspective is discussed.

The second purpose of this chapter is to define the significant
parameters affecting PV economics and to present results of the latest
studies establishing allowable costs and investment figures of merit.
There are three region-specific parameters that most significantly impact
the value of photovoltaics and thus a simplified analysis of PV
investment worth on a U.S. regional basis is presented.

A third purpose is to characterize and assess alternative residential
PV configurations. Results are summarized for studies that examined
photovoltaics and storage, PV/thermal (PV/T) combined collector systems,

and the difference between retrofit and new construction PV applications.

2.0 The Chronology of Photovoltaic Worth
2.1 1974 - 1982: Reducing the Several Studies

Price goals for PV energy conversion systems were first articulated
by the NSF and Energy Research and Development Administration (later the
Department of Energy) in the fall of 1973. At that time it was stated
that large-scale PV applications would become economically viable by the
reduction of solar array costs to less than $0.50/Hp (module only).

This goal represents $0.70/wp in 1980 dollars. 1In 1977, the Jet
Propulsion Laboratory, through its Low Cost Silicon Solar Array (LSSA)
Project reiterated this $0.70/Np price goal.2 A year later, Carpenter
and Tabors3 at the MIT Energy Laboratory established a new set of cost
goals after first proposing a uniform valuation methodology to account
for the unique factors impacting the economics of photovoltaics. As
typical with more detailed methods, the analysis inspired as many

questions as it produced results. What was the utility buyback rate?
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What was the array size? How much did the sun shine? What was the system
efficiency? What was the purchaser discount rate?

Under equally probable scenarios, the break-even cost of a PV module
(excluding balance of system, e.g., support structure, inverters, wiring,
etc.) now varied from $0.40/Np to $2.00/Np (1980 dollars). But the
critical parameters were being identified. Utility rates, homeowner
discount rate, tax credits and the amount of sunshine.

Several studies were performed to assess photovoltaics in alternative
configurations, such as with dedicated or system storage (batteries and
flywheels), PV/T combined collector systems (liquid and air), and remote,
stand-alone aplications. Such studies were useful to assess the merits
of alternative funding allocations. If batteries made photovoltaics look
better, should the PV program take an active interest in funding storage
R&D?

The valuation models soon exceeded their mandate to establish cost
goals and looked for other, investor-side figures of merit, including net
benefits, rate of return, and payback. As the models grew more
sophisticated, sensitivity studies were addressing such investor-specific
issues as the impact of a change in homeowner marginal tax rate in year 5
vs: year 7. The models were no longer policy tools, but rather the
companions of the private-sector financial analyst. The important policy
questions were very nearly answered.

The latest round of break-even cost figures using mortgage finance
cash flow analysis and the latest estimates of prevailing 1985 market and
finance conditions show allowed costs in the range of ;1.50/wp
(Madison) to $3.00/Np (e.g., Southern California) for a complete,

installed system (1980 dollars, without tax credits). If tax credits are
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assumed, these figures are increased proportionately, and significantly.

Many new findings have accompanied these later studies, particularly
in terms of changed expectations. First, the non-PV module portion of
the total residential system represents a significant portion of the
total system cost and deserves increased attention. This "balance of
system" includes array support structures, inverter, wiring, installation
and maintenance. Second, the later studies assumed substantially higher
utility buyback rates as a result of the avoided cost requirement
outlined by PURPA. Third, utility electricity rates were not to escalate
at the rates assumed by the earlier studies--probably0 to 2% (real) in
the Tong term and not 3 to 6%.

2.2 1982-199C: A Chanyging Market Climate

For various political, economic and psychological reasons, the market
environment for photovoltaics in the grid-connected break-even years will
be vastly different from that being entered by most renewable energy
technologies today. Innovation in marketing and finance, a growing
strength and breadth of the renewables industry, and changing utility
interests and attitudes will aid in creating a natural climate for
photovoltaics. The following is a review of some of these trends.

2.2.1 Marketing

The more successful renewable energy financing schemes are likely to
be institutionalized by the PV break-even years. Here are just a few
examples of evidence:

The marketeers of solar heating systems in the early 1980s have begun
to understand the world of innovative finance. A trade magazine4
reported in October, 1981 that a San Francisco based financial

corporation was contracting with three major U.S. textile mills for the
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sale of process steam at a guaranteed rate 10% below the equivalent cost
for steam from oil or natural gas. The marketeers have realized that

industrial users have need for steam, not football fields of hardware.
And perhaps more important, steam that is purchased can be expensed.

In California, large-scale leasing of residential hot water systems
is mushrooming as financial firms, utilities, and suppliers are
cooperating under numerous incentives,

In Hawaii, California and New England, land-lease arrangments struck
by windfarm developers are advertised as no-cost, twenty-year, steady
income options to the landowner.

2.2.2 Industry Prowess

The renewables industry is fast developing a very important broad
base. Wind turbines are built with off-the-shelf components from
suppliers to the automotive and other industries. Future DHW collectors
will require the best plastics made by duPont, 3!i{, and others. In the
Midwest, major distillery companies are investing in ethanol refineries.
Large corporations are taking more active roles, often with apparent
conflict of conventional interest.

The significance of all this is perhaps dramatized by two recent
events. First, Standard 0il recently acquired a major westcoast windfarm
development corporation and has joined Brooklyn Union Gas in a court
dispute against Con Edison over PURPA. Second, the Reagan Administration
announced in September, 1981 its interest in rescinding the conservation
and renewable energy tax credits. In only a matter of weeks, both the
House and Senate had majority signatures on resolutions opposing such an
action.

These are indicative of significant turns for the renewables
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industry. Policies favorable to alternative energy development are
becoming also the special interests of larger corporations. And the
constituents of the renewables industry are waking to the necessity of
"lobbying clout".

2.2.3 Utility Financial Health

Many utilities are now actively pursuing alternative energy
development. Several have established acquisition quotas for
"alternative" capacity within fixed time periods. One reason for the
change concerns perceived financial health. A report prepared in
September 1981 by Merrill Lynch Pierce Fenner & Smith Inc. states:

We view utilities that are developing alternative energy
technologies or that now have such technologies in place,
including renewable resource systems, as favorable for investors
in public power or private investor-owned utility bonds.
Alternative technologies and conservation offer the advantages
over traditional energy sources of shorter lead times, greater
flexibility (due to smaller plant size), reduced capitalized
interest requirements, elimination of uncertain fuel costs, and
more predictable fuel availability.®

And within the summary of the same report:

We think that public power bonds now offer attractive yields and
the gradual influx of alternative technology financings should
continue to buoy yields to unprecedented levels. As the cost of
power increases and demand continues to ebb, investors should
avoid investment in utilities with capital requirements for
ongoing construction programs which will produce large excess
capacity, and try instead to find utilities that are open-minded
in evaluating conservation and alternative technologies. We
anticipate the growth of alternative technology financings as
economics and state-of-the-art engineering techniques make them
more cost-gffective, and utilities and investors become more
receptive.

2.3 1990-2000: The Investor Perspective

Several studies have been written to establish cost goals for
residental PV systems in alternative environments and configurations.

These studies have been instrumental in establishing cost targets
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necessary to bound the objectives in the technical development work.
Although seldom consistent in their precise method of evaluation, they
have in general been consistent in taking account of rational investment
criteria of the purchaser and end user. A comparison of those methods is
provided in Appendix A to this chapter.

On the purchase side, however, it is the homeowner who chooses
photovoltaics, whether for retrofit, or as part of the package of a new
home, It is the lender who finances either way. What numbers will these
two parties be looking at?

In this section we ask the question strictly as we see it being
examined in the years that residential PV systems are first being
introduced. "Should I invest in photovoltaics for my rooftop?"

You are a homeowner in the late 1980s. ‘You have heard talk of PV
systems now and then amongst friends and a few times have seen specials
on the news. In the last week alone you saw a commercial on TV and
received a flyer in the mail. The Journal had an article the other day
talking about the influx of Japanese systems on the west coast. .And Pat
Richards bought a system 8 months ago but has had at least one prbblem
with vandalism. Some kids tossed a paint balloon. With otherwise no
particular inclination to consider an alternative or supplement to uility
power, you think, is this stuff cost-effective?

You perform the calculations. Over $100/month is spent on the
electric bill (1986 dollars). The roof is large and flat and could

2

easily accomodate 60 m~ of collector area. PV systems are roughly 10%

efficient and you remember from the solar domestic hot water study that

2

there is roughly 1 kW per m™ of peak solar insolation. A 60-m?

system will therefor produce 6 kW of output at peak. The thermal




11-8
collector study also pointed out that one should divide the peak
(noon-hour) output by roughly a factor of five in this region to get the
average power output, given the cycle of the sun. So six over five is
1.2-kW average output times 24 hours per day times 30 days per month
times your utility rate of 13.6 ¢/kWh. That is $120/month, just above
what you are currently paying each month. Times 12 months is $1440. But
the system advertised the other night on TV was $12,900, making it close
to a 9-year payback.

You locate the flyer in the trash and find that the government has
extended the 40% residential tax credit to PV systems. With a limit of
$4,000, the tax credit reduces the cost to $38,900 making payback roughly
6 years, or maybe better if those rates keep going up. You look again at

the flyer. The cost of their system at 60 m2

is $12,000, and they have
provided sample cash flows to present to your banker. The system has a
UL Tlabel. And here they have a second option. You can lease a system,
retain the option to purchase, and they will bill you monthly at 10%
below what would otherwise represent your electric utility bill. This
would certainly be your choice given the cost of that recent home
computer upgrade. What is there to lose?

You think again of those vandals. And you think it will be worth
another word with Pat Richards at the ballgame on Friday.

The scenario above is not dissimilar to what homewoners are
experiencing in 1981 with the drive to market flat plate solar thermal
collectors. The first push is in the western sun-belt states, but
photovoltaics will look equally attractive in New England, New York, and

elsewhere where utility rates are high (see Section 4). Back of the hand

calculations, marketing literature with pro forma cash flows, innovative
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leasing terms and positive PR from early, successful systems may suffice
for a call to a banker. The number of initial system failures will have
major impact upon the ultimate penetration of the more reliable systems.
Purchased systems, whether outright or debt financed, will be typical for
certain, wealthier classes of individuals. The early purchases will be
made by those inspired by nonmonetary benefits, whether that be a certain
level of energy independence, the prestige accompanying the use of a new
technology, or the social value of using energy with reduced
environmental impact. The "no-lose" innovative finance schemes will

attract the larger market.

3.0 PV Worth: The Latest Analysis

A new round of PV break-even cost figures was generated at the
M.I.T. Energy Laboratory in October, 1981. The study utilized a
mortgage finance cash flow model with projections of market and financial
conditions for 1986.7 This section presents the results of that
analysis as follows. First is presented a single sheet sensitivity
summary of the more critical parameters impacting the analysis. This
serves as caveat to interpretation of the allowable cost figures
presented immediately following. Small changes in critical assumptions
can have a large impact on the final result. It is found that the major
critical parameters are geographic region-specific, e.g., amount of
sunshine, Tocal utility rate and available tax credits. A series of cash
flow investment analyses provides a detailed look at the impact of these
parameters. Section 4.0 presents a more generalized and simplified

regional analysis for the entire U.S.
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3.1 The Critical Parameters

There are four critical reasons why it is impossible to project a
single number for PV allowable cost. First one must predict the
performance of the hardware, which may be summarized by an overall systen
efficiency, but which must also consider system life and reliability.
Second, one must specify the geographic location to know the
characteristics of the sunshine available and the local cost of utility
power. Third, one must anticipate how the systew is to be financed and
what the characteristics are of the investor. And lastly, it is
necessary to predict, as of the purchase date and 20 or so years hence,
just what will be the prevailing market conditions, such as inflation,
electric rate escalation, and utility buyback rates.

Some of these parameters are more critical than others. Figure 1
presents a grand summary of their relative weight in the end analysis for
photovoltaics. The break-even capital cost was calculated for a 6O-m2
PV array atop a residence in Boston. Along the left column of the figure
are listed the more variable parameters, followed by assumptions
concerning their probable value in 1986. Reasonable deviations from
these values are listed on either end of the sensitivity bars, which
indicate the corresponding change in system allowable cost. For example,
a 40% tax credit shows roughly the same impact as placement in an
environment with twice the annual average insolation. Relative to the
range of likely interest, inflation or homeowner tax rates, these factors
have enormous influence.

It is clear from the analysis that the most critical variables
include overall system efficiency, amount of solar insolation, the

available tax credit subsidies, and utility purchase rates and their
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Figure 1
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escalation.

3.2 Allowable Zosts

There are two principal, converging perspectives on PV worth. One is
that of the researchers and manufacturers, in search of cost "goals" and
guidance on the relative merits of alternative funding allocations. The
other is from the standpoint of the purchaser, in search of a worthy
investment. For the former is established an allowable cost, often
defined in the PV literature as the break-even capital cost, or that cost
at which an investor would be economically indifferent to purchase of PV
versus sole reliance upon the Tlocal utility. To the purchaser must be
demonstrated a handsome return on investment. Of course the two methods
must converge, i.e. the break-even capital cost is, by definition, that
cost at which net benefits in a cash flow analysis are precisely zero.

The previous study demonstrates the problem with defining allowable
cost targets for a generic residential PV system. Nevertheless, cost
goals are summarized in Figure 2 for a Boston residence. The purpose
here is to illustrate the relation of break-even capital cost to the
array collector area and to utility buyback rate. A complete list of the
assumptions behind this analysis is given in Appendix B. It is seen tnat
high buyback rates yield monotonically increasing returns with array
area, whereas medium and low rates show optimum array sizes limited to
the 40 to 60-m2 range. These results are repeated throughout the
literature.

The earlier systems are likely to benefit from an environment of high
buyback rates. For a collector area of 40—80m2, the allowable systen
cost for the Boston residence is between $150/m2 and $190/m2

($1.50/wp-$1.90/up at 10% array efficiency). As these are 1980
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dollars, the figures correlate well with the very early projections of PV

allowable cost set back in 1973 ($O.50/Np for the PV module alone--1273

dollars).

3.3 Investrnent Benefits

The purchaser perspective on allowable cost is exemplified in the pro
forma financial summaries of Figs. 3-9. These figures portray cash flow
sensitivity to three critical parameters: level of solar intensity, level
of investment tax credit, and taxation of homeowner electricity
revenues. Figure 3 presents the cash streams for a 3oston residence with
zero tax credit subsidies. This figure depicts an investment of marginal
value. Figure 4 shows the same investment, under a simultaneous purchase
and sale contract with the utility, where all electricity sold is taxed
as ordinary income. Such an arrangenent has disastrous consequences for
the investment. !lost of the worth analyses to date have not assumed
homeowners would be taxed on any portion of the energy revenues. In
fact, either the honmeowner is fully taxed under simultaneous purchase and
sale, not taxed at all, or taxed on the basis of excess of net energy.
The latter would stipulate that taxes be paid on all net income from the
utility, ensuring that optimum PV array sizes do not exceed a capacity
that would generate, on average, excess to the average load. Presuning a
homeowner must treat as ordinary income all sales in excess of net
energy, then it is necessary to determine the net energy time framne,

This may be each utility billing period, each tax period, or other. The
difference could well be significant in economic terms, depending upon
the load profile of the user.

Figures 5 and 6 reveal the effects of income shelter through tax

credit subsidies on the federal and combined federal and state level,
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Figure 3
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Residential Photovoltaic System Cash Flow Analysis
Mortgage Financing
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Figure 9

Residential Pnotovoitaic System Cash Flow Anulysis
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respectively. The impact of this subsidy is enormous. Figures 7, 3 and

9 repeat the cash flow analyses for the conditions of no subsidy, federal

tax subsidy, and combined federal and state subsidies for a residence in
Los Angeles, where annual solar insolation exceeds that in Boston by over
50%.

These results, when combined with the sensitivity report of Fig. 1,
underscore the dependence of PV worth upon three critical,
region-specific parameters: solar insolation, local utility rates, and
level of tax credit/subsidy. The next section explores the significance

of this fact on its regional basis.

4.0 PV lorth: A U.S. Regional Analysis

It has been shown that PV economics is largely dependent upon
specific regional factors: insolation, electricity costs, and local tax
credit subsidies (in addition to federal). It is not within the scope of
this summary to present a detailed regional PV worth analysis. Such a
study in 1981 would be premature simply because electricity costs and
legislation of tax credits are too unpredictable. A detailed reéfonal
assessment will be appropriate at a point much closer to the break-even
year.

A first-order assessment can be useful, however. Figures 10 and 11
utilize regional solar insolation to derive a levelized energy cost under
various PV purchase-cost assumptions. The analysis adapts the levelized
cost methodology described by Clorfeine (presented in Appendix A) and
parameterizes the level of tax credit subsidy. The third major variable,
the local electric rate, is supplied by the reader and compared with the

values of the zone and tax credit matrix of Fig. 9. Levelized costs well
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Figure 10
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Figure 9

Zone/Subsidy Matrix of PV system Levelized Costs
1980 Dollars 2
Low Cost (Installed): $150/m

High Cost (Installed): $300/m2
O&M Cost : $50/m2 year

(1imit on tax credits based on 60 m2 system size)

buyback rate

Levelized Cost: ¢/kWh (1980%)

system efficiency:
: 80%
Fixed Charge Rate:

10%

127

Annual Insolation No Tax Credits Fed ITC = 40%, max 10k Fed ITC = 407%, max 10k
Zone kWh/m2 yr Low High Low High State ITC = 35%
Low High
1 2430 8.2 16;1 5.0 12.6 3.3 8.3
2 2220 9.0 17.7 5.5 13.8 3.6 9.1
3 2080 9.9 19.5 6.0 15.2 4.0 10.0
4 1800 11.1 21.8 6.7 17.0 4.5 11.2
5 1590 12.5 24.7 7.6 19.3 5.1 12.6
6 1380 14.4 28.4 8.8 22.2 5.9 14.6
7 1170 17.0 33.5 10.4 26.2 6.9 17.2
8 960 20.7 40.9 12.6 31.9 8.4 20.9

Le-11I
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below current electric rates in a chosen zone with similar tax credit

subsidies is reasonable indication of early-on PV penetration.

5.0 Alternative Configurations

Two primary "special" configurations have been investigated as a
result of subcontracts to the Photovoltaics Program: PV operation in
tandem with electrical storage and PV/T combined collector systems. A
third study investigated those issues that distinguish PV retrofit from
new construction applications. A summary of the findings of these
studies is presented here.

5.1 Photovoltaics and Storage

Two principal studies were contracted to investigate the economics of
residential photovoltaics plus storage. The first study was conducted by
the author (12) at MIT and examined photovoltaic operation in tandem with
a novel concept in stationary flywheel storage. A second study by Caskey
and Caskey at SANDIA (7) presents an exhaustive and well-written
parametric evaluation of the worth of photovoltaics with batteries. This
section will concentrate on a comparisan of these two reports.

The primary difference in modeling assumptions between the two
studies is that the flywheel analysis simulated a storage device
dedicated to the PV array, whereas the battery study examined the
feasibility of system storage, allowing for configurations involving no
photovoltaics whatsoever, Even so, it is possible to compare the two
studies for low buyback rates coupled with flat, or mildly differentiated
(peak to base) time-of-use pricing schemes. The studies report similar
results under these conditions, where buyback rates from 0 to 50% yield

positive optimum storage capacities for the lower storage cost forecasts.
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For example, SANDIA reports that for battery costs of $163/kWh, an
optimal configuration is that of a battery pack sized at 24 kWh coupled

to an 85 m2

PV array. The cost of such a system is projected at

$16000. The flywheel study defines the break-even cost of a similar
configuration at $13000, using a 20% investment tax credit. Applying the
20% credit to the $16,000 SANDIA figure yields $12,300, corresponding
well with the MIT result.

Specific conclusions drawn by both studies concerning the worth of
storage to photovoltaics include the following:

Storage serves the greatest increment in system value at the lower
(Tess than 50%) utility buyback rates (since low buyback rates are not
anticipated without significant renewables penetration into the utility
grid, storage is not likely to be of near-term interest as packaged with
photovoltaics. The utility system itself will serve the function of
system storage--MIT study).

For low expected storage costs, the addition of storage increases the
size of an optimal PV system.

Due to the latter fact, and also that storage tends to displace
energy on utility peak, storage increases the opportunities for
displacing imported oil.

Time of use price differentials above 2:1 are required before utility
rate structures begin to enhance storage economics.

Greater opportunities exist for cost reduction with battery storage
systems as with the stationary flywheel concept.

5.2 Photovoltaic/Thermal Combined Collector Systems

Two major studies were conducted to investigate the suitability of

joining photovoltaics with flat-plate solar thermal collector systems,
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again at MIT (13) and SANDIA (18). MNeither study bodes well for
combining the collector functions. Basically the combined collectors
suffer from inferior operating efficiencies coupled with a mismatch of
optimum sizing for the thermal and electrical components.

The MIT study investigated a PV/T liquid collector system set in
three alternative northern U.S. locations: Boston, Madison and Omana.
It determined that for specific ranges of total collector area, the costs
allowed to combined collectors exceeded those allowed to the separate

2

collectors standing side by side. This range centers around 60 m~ for

Boston and 40 m2

for Omaha. Outside of this range, one or the other
side-by-side system shows higher allowable costs, the lower range
dominated by higher proportional thermal component and the higher range
Tooking for a high proportion of PV. This merely says that the thermal
component of a separate PV/T system is optimally sized smaller than the
electrical component. It also suggests that given further optimizing of
the relative PV to T areas for the separate collector system in all
ranges of total collector areas, the allowable costs will be slightly
above those of the combined collector system.

Will the total costs for a combined collector system be lower than
those of separate collector systems? A review of the MIT figures reveals
that the difference in allowable cost is not significant, on the order of
$10—$30/m2. The costs of installation would probably favor the
combined collectors. The combined collector system consists of all the
components that the separate configuration requires, but in addition must
be equipped with a heat rejection unit for PV cooling in the summer.

Experience in the field has shown that overheating is a serious problen

for integral mount designs. A1l costs associated with alleviating this
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problem must be accounted for on the allowable costs curve. If a
stand-off design is used, this eliminates the roof credit. Thus,
overheating of integral mount PV may be a point in favor of combined
collector systems.

The MIT study recommends that further funding of research and
development of liquid collector PV/T (of design similar to that used in
their analysis) proceed on the basis that proposals offer promise of
developing systems $10-$30/m2 less costly than an equivalent area of
optimally proportioned separate collector systems.

5.3 PV Retrofit

A study was performed by the author in September, 1951 examining the
features of a PV retrofit application that distinguish PV economics frou
installations on newly constructed residences. The results of that
analysis are summarized as follows.

While the higher thermal and electric loads of older homes work to
increase the value of a PV array relative to a less energy-intensive,
newly constructed home, numerous other forces serve to cncrease the
financial viability of photovoltaics for the latter. These include more
convenient and attractive financing terms, lower costs and enhanced
efficiency with architectural integration, and generally lower costs of
operation, maintenance, insurance, and system mounting and installation.
Also, with larger available rooftop areas the fixed costs are more easily
hidden, bringing down the cost per unit of installed PV capacity.

The analysis states that certain attractive financing terms can more
than offset the disadvantage borne by the sometimes costly physical
constraints associated with PV retrofit. As a result, retrofit

applications will probably prove viable when entrepreneurs can package PV
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systems for the homeowner, both financially and as hardware. Financial
packaging may occur through lease arrangments or provision of long term
financinj. Hardware packaging may occur when installation teams are
trained to accommodate alternative roof structures to the ready
acceptance of PV arrays using innovative, low-cost support structures.
It may also occur when PV systems can be developed in so simple and

modular a fashion as to allow for homeowner installation, with sale out

of local building supply stores.

6.0 PV Costs: Where Are We?

A study was conducted by Cox (8) examining the costs associated with
the installation and operation of complete residential PV systems. A
surimary of the results of that study is shown in Fig. 12. It appears
from this figure that under certain conditions, meeting the 1986 DOE cost
targets of $1.60/Hp is possible., However, an investigation conducted
through conversations with industry representatives (manufacturers and
system designers) led to what is believed to be a more realistic
assessment of current and projected costs. These results are shown in
Fig. 13. Current estimated module costs compare well with the DOE
numbers, although actual costs for a complete, installed system appear
roughly $5/wp greater than the DOE estimate. The gap widens
considerably in the coming years. Industry projections show that 193C
DOE cost goals are not met until the early 1990s.

Other findings of the cost-study conducted by Cox include:

1.  Wiring costs should be minimized by use of recessed contact
weatherproof quick-connectors for interconnecting modules.

2. Installation of the power conditioner should be below target
costs.
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Figure 12

SILICON SYSTEM COST SUMMARY (1980 $/WP)

1986 PROJECTED

1986 DOE .

CoAL NEW RETROFIT
0.93 0.70 1.08 0.70 1.08
0.17 0.27 0.66 0.50 0.81

ONER

0.25 0.19 0.98 0.26 1.36

0.13 0.04 0.08

0.12 0.05 0.10

1.60 1.25  2.75 1.64 3.43
0.31 0.40 0.54 0.69
0.09 0.30 0.09 0.30
1.65  3.45  2.27  4.42

e 7

1980 STATUS

9.00

0.63 0.77

0.40 1.60

0.04

10.00

20.7 21.04

1.14 1.50

0.23 0.27

21,44 . 22.81

.
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Full Systen
Module Cost Installed Cost
January, 1982 $8-9/W $25/w;
1985 6/W 17/u
My My
1983 3/ 10/W_**
M /iy
1991 /4 4t
Py /N

*Conversation with industry representative. These values represent
subjective expectations as to the range of prices one may expect given
the current direction in PV development.

+tUtility interactive system in easily accessible location; Stand-alone
battery systems currently (1981) sell for roughly $35/Np.

**Assumes new administration is elected with favorable subsidy program
vis a vis commercialization/tax credits which spur demand.

++Assumes high volume market.

Figure 13
Some Representative Industry Expectations*
(1980 Dollars)
November, 1981
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3. Self-cleaning or owner-cleaning of modules will be necessary as

professional module cleaning is too expensive.

4. An overall system markup of 30% is compatible with 198G cost

goals while 60% and higher markups are not likely to be seen.

7.0 Critique of the Worth Analysis Effort

There are two issues that should be raised in critique of the PV
worth analysis effort. One pertains to analytic detail, the other to
program redundancy. The homowner purchase scenario depicted in Section
2.0 reduced all worth studies to date to a simple, two minute Lack of tne
envelope evaluation. Of course there is good reason for the riore
sophisticated analysis. First there is the issue of multimillion dollar
funding allocations. Only more sophisticated analyses can deteriine
which system components critically need cost reductions and what
alternative configurations might enhance PV worth. On the purchase side,
exhaustive research helps define why lease option terms might be more
attractive in San Diego and Boston than in Milwaukee. The problem that
has arisen in the later analyses is whether too much effort went into
modeling detail when other factors were clearly limiting the analysis.
Is a 40-parameter, hourly (1 year) PV simulation model justified when the
fnput is National Weather Service massaged data? Should one be concerned
with modeling time-varying utility buyback rates when a 10% change in so
political a variable as the solar tax credit is five-fold more
significant?

There are many inherent limits to projection of PV worth for a 10-20
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year time horizon. These should be considered first before establishing
the detail of the various models.
Numerous reports have been sponsored by the DJOE for the assessment of
PV worth. Some of these studies may appear redundant. 0On the other hand
they may provide a necessary cross-check on results. They certainly
provide valuable checks so long as the researchers are aware of each

others work, and hence communication is important.

8.0 Summary and Conclusions

Two critical perspectives have been addressed by the analyses of
residential PV worth. For the researcher and designer, allowable costs
have been established. For the homeowner and institutional
decision-makers investment figures of merit have been identified. The
first allowable cost figure was established in 1373 and set at $O.50/wp
(1975 §) for the PV module component alone. This is very nearly the
median of allowable costs projected from todays more refined analyses.
These show allowable installed system costs ranging from $1.50/wp to
$4.00/Hp (1980 $), depending upon certain critical variables. The more
critical variables are few, and are locally defined: level of solar
insolation, local utility rates, and locally available tax
credit/subsidies (in addition to the federal). Other parameters that are
critical, but more predictable (and hence embedded in the analysis) are
the PV array efficiency, utility buyback rate, utility rate escalation,
and homeowner discount rate.

One concern that appears to impact heavily on residential PV
economics, and that has not been treated widely in the literature, is

whether homeowners will be taxed at their ordinary income tax rate for
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electricity sold to the utility. If so, will it be for all PV
electricity produced (requiring 2 meters, as in simultaneous purchase and
sale), all PV energy in excess of instantaneous load, or on the basis of
net energy sold over some pre-established time period (utility billing
period, tax period, etc.). Assumptions here are critical in the final
analysis.,

With regards to special applications, the simplest are the most
surviving. With higher anticipated utility buyback rates, batteries do
nothing to enhance the value of photovoltaics. Photovoltaics attached to
thermal collectors are suboptimal compared to side-by-side systems. New
construction applications for a simple utility interconnect system offer
cost savings over typical retrofit installations.

In matching industry expected costs with the latest assessment of
investor allowable costs, one suspects that the residential market will
begin to accelerate around 1990. It will happen first in those areas of
high solar insolation, high utility electric rates and significant
investnent incentives (tax credits or others). An analysis of current
trends shows that these break-even years for residential photovoltaics

should be welcomed by a ready institutional climate.
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Appendix A: Summary of Evaluation ilethods

Several methods have been developed for analysis of PV worth under
the unique conditions characteristic of a solar technology. These methods
range in both sophistication and purpose. The earlier methods address
simple cost break-even objectives while the latter simulate the cash
flows requisite for investor decision analysis.

Several of these methods are listed as follows:

Hethod Jrigination Purpose reference
Break-even Analysis Carpenter & Tabors Cost Goals 6
HIT Energy Lab
Utility Method of Clorfeine, DOE Simplified 3
Levelized Cost Lev Cost
Comparison
lortgage Finance, Dinwoodie, MIT Cost Goals; 15
Cash Flow Analysis Energy Lab Cash Flow
Investment Analysis
Nomograph Bawa, Nomograph for 1
Texas Instruments Engineering System
Sizing

Figures A-1 through A-4 provide a closer look at these methods.
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Figure A-1: Carpenter & Tabors/Uniform Methodology*

(ref. J)

SUGSESTED UTCR-OWNED ECONOMIC VALUATION METHOPOLOGY

1t {s {mportant at the outset to distinguish between the melhodology
in general and the particuler way in which 1t wil) be configured to
examine user-owncG photovoltaics. In general, the methodology defines
two numbers. The first is called the "break-even® capital cost and is
calculated by finding the difference betwcen the user's electricity

$111s with and without the device according to the following forsula:

8760 .
n E : %o~ Xpg| - EFACTQ) L DEACT(| [ pryene
o VARC
BECC = E i:1 <
) (1 +0) L acoL J
Ngystem = 00 y/m®
Where:
-«
BECC = Break-even capital cost in $AV(peak) systen
oi = Utility b111 for hour 1 without device in $
oi = Ytilaty dill for hour 1 with device 10 3

EFACT(J) = weighted fuel price escalation factor for year J
based on fuel price component of rate structure

DFACT(J) = benefits degradation factor for year J based on
module degradation

= discount rate appropriate to user
L = Jifetime of device
AcoL = collector area in &2

FIXEDC = fixed subsystem costs (including installatfon,
power conditioning, lightning protectien, etc.) in $

VARC = varfable subsystem costs (including installation
= OLM, markups, fnsurance, taxes, etc.) in $/md

nsystem * system effi:iency.'
BECC can be considered an economic indifference value - that price at
which the user would be economically fncifferent between having and not
having the dovice. This formula contains a number of features. First,
the vhuation which is the difference in the utility bills to the user,
is determined by the utility rate structure and whatever the utility is
willing to pay for surplus energy supplied by the owner to the grid. If
the rate structure reflects the load demand on the utility (as under
peak-load pricing), then this valuation explicitly values the *gquality®
component of the energy supplied by the device. Second, 1t is a figure
defined in dollar units. This automatically adjusts for the scale of the
device and allows direct comparison between two devices in the same

application.

* 1o calculate $/w(peak) module, the traditional value used by the
Photovoltatc Program n module should be substituted for n systes in the
denoninator of the equation.
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Figure A-2: Clorfeine/Levelized Energy Cost (ref. 8)

Q=B M y
Q = homeowner's annual amortized payments for the PV system (¢/KuH)
C = THE TOTAL INSTALLED SYTEM COST (S/MZ) WHICH INCLUDES MATERIALS,
PROCESSING, LABOR, AND BALANCE-OF-SYSTEM COSTS
R = FIXED CHARGE RATE FOR HOMEOWNERS, WHICH TAKES INTO ACCOUNT THE
EFFECTIVE PRINCIPAL, INTEREST, TAXES AND INSURANCE CHARGES.
M = YEARLY OPERATION AND MAINTENANCE CHARGES ($/M° year)
n = SYSTEM ENERGY CONVERSION EFFICIENCY
U = ENERGY UTILIZATION (%) = [V - F(1-5)] x 100.
F = FRACTION OF ENERGY OUT OF PHASE, WHICH IS TYPICALLY ONE-THIRD
S = UTILITY SELLBACK RATE
H = AVERAGE HOURS PER YEAR OF 1 KW/MC INSOLATION.
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Figure A-3: Mortgage Cash Flow (ref.15)
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net benafits to accrue to the project over its operating life

general inflation multiplier computad for the current
calendar year y with respact to same base year yb.

capital escalator computed for the construction year with
respect to some base year.

real price escalator 2pplied to displaced conventional energy
J (different rates applied to electricaity, oil, gas, etc.)
during the currant calendar year y with respect to some base

year Yo

returns to the project in year t in terms of the value of
displacing conventional ener3yy of type j.

percent down payment/100.

fnvestment tax credit allowed in year t

initial capital cost

denotes type of energy diplaced (elactricity, gas, oil)
sortgage life

project life

amual (in year t) operating and maintenance costs including
iasurance costs. )

homeowners discount rate
project year

sua of taxes in year t

homeowner's tax rate in year t

sortgage finterest charge in year t computed as
Ft = A - Py, where;

annyal mortgage payment, givea by

Al (V-0). (§/[V-1/00 « I)IN])

annual mortgage rate

paynent required on the balance of principle in year t, frow
Pt s 1. BALy, where

BALg = AL - 17 (10 q) M-t1y
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Appendix 3: Recent Analytic Assumptions
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Figure B-1

System Component Specifications

Glass thickness (cm)

encapsulant thickness

outermost substrate thickness (cm)

conductivity of glass (w/cm°C)

conductivity of encapsulent (w/cm°C)
conductivity of substrate (W/cm°C)

ra product of cell

ra product betwzen cells

emissivity of glass

emissivity of back surface

packing factor (total cell area/graoss cell area
IR absorptivity of glass

IR absorptivity of back surface

visible absaorptivity of roof

IR absorptivity of roof

emissivity of roof

reference cell efficiency

Eff. charge coefficient

reference temperature for ref cell efficiency (°C)
mounting angle from horizontal

.32
.15
A0
L0105
.00173
01
.8
.75
.33
.9
.90
.99
k
Pe]
LI
.993
.135
.0045
28.
latitude + 5°
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Figure B-2

Base Case
Residential Electricity Rates by Region*
(Based on Average 600 kwh/month Usage)

‘Boston
Fixed Charge $1.17/month
per kwh/charge 3.95¢/kwh
_ fuel adjustment 3.905¢/%wh
7.86¢7kwn
Madison
Fixed charge $2.50/month
per kwh/charge 4.14¢ /kwh
fuel adjustment $ .52¢/kwh
4.66¢/kwh
Omaha
Fixed charge $3.95/month
per kwh/charge 3.64¢/kwh
fuel adjustment .208¢ /kwh
$3.85¢/kwh

* Source: Correspondence with the electric
utility in each respective region
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Figure B-3
Base Case Market/Financial
Parameters and Annualized Costs
_ Market Parameters

Escalation in Home Heating 0il Prices (real) 2%/year

Escalation in Gas Prices (real) 2%/year

Escalation in Electricity Prices (real) 1%/year

General Inflation Rate 12% in 1980, declining
linearly to 6% in 1986,
6%/yecar thercafter

Utility Buyback Rate .80

Electricity Rates (1980 Boston)

Fixed Charge $1.17/month
kWh Charge 3.95 ¢/kkh
Fuel Adjustment 3.905 ¢/kh

Total 7.86 ¢/kih

Finance Parameters

System Installation Date 1986
System Lifetime 20 years
Homeowner Discount Rate (real) 5%
Homeowner Tax Rate 35%
Mortgage interest rate (real) 3%

Down payment 10%
Investment tax credit 0
Property taxes 0

Annualized Costs
Cleaning and Inspection (Annual Cost)

PV-only system* $25 + §1.00/m2

Maintenance (Present value at 5% discounting)

PV-only System o $13.00/m?
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Chapter 3
The Economics of the Photovoltaic-Utility Interaction
Alan J. Cox
Susan Finger
Richard D. Tabors

1.0 Introduction

The econonic potential of photovoltaics will depend upon either the
availability of inexpensive electricity storage or the existence of
advantageous arrangerments for the interconnection of individually-ouned
systems with electric utility griads. These interconnection arrangements
would include prices for both the purchase of power by the photovoltaic
owner (selling prices) and prices for the purchase by the utility of
excess solar electricity (buy-back prices). If selling rates to
photovoltaic-owning customers (Pe) do not differ from rates to other
customers and the buy-back rate is a high proportion of the selling rate
(proportion B), then grid-interconnected systems will generally have an
economic advantage over stand-alone, storage-augmented systems.* The
elimination of storage requirements will reduce the overall cost of the
photovoltaic systems that an individual might buy, improving their
econonic viability substantially.

The proportion, B, and the price, Pas will be determined by the
characteristics of the photovoltaic systems, of the electric utility and

of the regulatory environment. For instance, if solar electricity helps

to reduce peak utility production and is acceptable, its value to the

*For a discussion of the legal and institutional issues associated
with the Public Utilities Regulatory Policy Act (PURPA) P.L. 95-5617,
specifically Sections 210 and 210a, see Chapter 6.
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utility is high. 1If, in addition, the regulatory authority imposed
buy-back rates based upon a utility's highest costs of electricity
production while selling rates were still based upon average costs, B may
actually be greater than one. If, on the other hand, photovoltaic
production in a given location is very erratic and its purchase by a
utility decreases the utilization rate of the utility's capital, then
Pe will be high and B Tow. If the quality of the solar electricity
were poor, in terris of such engineering concerns as wave forn, reactive
versus real power or frequency control, then B should, again be low.

The economic effect of photovoltaics on the operation and finances of
an electric utility can be measured. This chapter describes the economic
impact on a utility of distributed power systems such as photovoltaics.
These systems range from the conventional, such as cogeneration, to the
renewable, including wind and solar. They can be characterized, firstly,
by the fact that their output cannot be controlled by the central
utility. They are nondispatchable; solar, for instance, is only
available when the sun shines and cogenerated electricity is available
only when process steam demands are sufficiently high. They are also
distinguished by having very low operating costs, certainly lower than
conventional generators.

The evaluation of distributed pover presented here will be entirely
economic. We will not concern ourselves with the quality of the
electricity fed back into the grid by a photovoltaic producer. e merely
assume that any solar electricity production that is above that required

by the individual owner can be fed into the grid in a form that does not
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adversely effect the quality of electricity to other customers.]
Instead we focus upon the effect of photovoltaics on the utilites' load
characteristics, their capital requirements and, ultimately, their
financial situation. This leads to the estimation of appropriate selling
and buy-back prices for electricity under both a regulated and a
deregulated situation. Since regulation as it is now practiced is likely
to result in a schedule of prices that does not reflect the true costs
and benefits of distributed power systems, some attention will be paid to
the divergence between regulated prices and prices that reflect the real
economic costs of producing electricity.

This chapter reviews some issues in the economics and regulation of
electric utilities. It then describes a series of models that estimate
the impact of significant amounts of photovoltaics on the operation of
the utility, both in the long run and the short run. Using some
regionally typical utilities as examples, selling and buyback prices are
estimated. Prices estimated under various assumptions about the
regulatory environment are used in the following section to measure the
economic viability of photovoltaics under different scenarios. This
comparison will give an idea of the consequences of the regulatory

environment to the possible impact of photovoltaics.

2.0 Operation, Regulation and Economics of Electric Utilities
The primary problem faced by electric utilities is that they face a

demand for their product that varies through time. In addition there is

TFor a general discussion of the groblems involved in utility
interaction, see Tabors and White (1982). A technical discussion is

provided in Landsman (1981).
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no inexpensive way to store that product. The variation in demand has a
daily and an annual cycle, with the peak of the daily cycle generally
coming in the mid-afternoon and the peak of the yearly cycle coming in

the summer for nearly all U.S. utilities. Furthermore, the demand for
electricity tends to increase from year to year.

To meet this pattern of demand the firm's management has available a
stock of plants that consurie fuel of varying costs at varying levels of
efficiency, and which can be expected to produce electricity with varying
levels of reliability. In addition, the average cost of generatiny
electricity can be altered by the construction of new plants whose
capital costs generally tend to vary inversely with their operating costs.

The object of utility managenent is to schedule the operation (and
maintenance) of these plants in such a way that the cyclical demand is
met at the lowest possible cost. Furthermore, the utility nust choose
from the range of possible technologies to build new plants to meet
future levels of demand at the lowest possible cost.

The problen for regulators, in simplest terms, is to ensure that the
utility receives enough revenue from its sales of electricity to recover
all of its operating costs, all its costs of deLt and, additionally, to
receive a "reasonable rate of return" on its investments.

Regulation has been necessary to keep the utilities from taking
advantage of their monopoly status and earning excessive profits.
Monopolies were granted for electric utilites because electricity could
be produced most cheaply by a single large utility able to build large
plants to meet base loads, a variety of smaller plants to meet cyclical
loads, and to operate a single distribution system. As long as costs

continue to decline with increases in annual production, then a “natural
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monopoly" will supply electricity at a lower cost than a group of
competitive firms. A natural monopoly will also exist even if costs are
increasing with supply as long as the cost of new competitors' generating
plants will be higher than those that the monopoly utility could build.2

However, regulating prices to ensure that the utility receives enough
revenue so that the firm breaks even will not, in general, ensure that
the economically optimal prices are set. Economically optimal prices
will not be set if the costs are, in fact, increasing with increases in
annual production. This may be the situation today. New generating
plants probably cost utilities more, per unit of capacity, than the
average cost of previous investments. That beinj the case, the average
cost of electricity (or the break-even cost) is lower than the cost of
production from the addition to capacity. If price is set equal to
average cost, as regulators attempt to do, then the price will be less
than the costs of production from a new unit. However, economic theory
rigorously proves, and intuition should tell us, that the price of
electricity to all customers should equal the cost of electricity from
that additional unit. Each custoner should pay the cost of producing one
more kilowatt-hour of electricity, or he should benefit by that amount if
he reduces his consumption by one kilowatt-hour,

The same argument can be made in the hour-to-hour operation of the
utility. The utility minimizes cost by producing electricity from the

most efficient plants (generally the most expensive to construct) and

meets increases in demand with progressively less efficient plants. The

costs (or benefits) of meeting increases in demand (or of being able to

2see R.L. Gordon (1981), p. 2-31.
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reduce production due to a decrease in demand) has nothing to do with
some average of the cost of electricity from all the hydro sites, nuclear
facilities and some expensive oil plant. The cost of meeting this
increase in demand is the cost of producing electricity from the oil
plant, referred to as the short-run marginal cost. If electricity from
the oil plant costs $0.20 per kilowatt-hour, then the value of somebody's
cutting back of demand by a kilowatt-hour is $0.20. However, when prices
are estimated to allow total costs to be just recovered, then prices will
be equal to the average costs of all units producing electricity, some of
which may have a fuel cost of zero (as in hydro) or a very low fuel cost
(as in nuclear).

These concerns are important in the economic viability of
photovoltaics. As we shall see, photovoltaic electricity generally
reduces peak consumption of electricity (when the marginal cost is high),
and can displace some of a utility's expensive capacity expansion
requirements. The value of this production can, therefore, be high. But
the price of electricity to the consumer under today's break-even
requlation does not reflect the marginal value of this electricity, and
the incentive to build a distributed energy system is thus reduced.

Furthermore, the rates of return that utilities have been allowed in
the past few years have not even been high enough to give utilities an
adequate return on their investment, resulting in low ratios of market
value to book value in stocks and poor ratings of bonds. The revenue
that regulators allow utilities to collect are also held low by usinj
cost figures of an earlier "test year," when these costs may have been
lower. Problems also arise when utilities have large amounts of capital

tied up in expensive plants that are not allowed in the calculation of
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required revenue. Thus, the price of electricity may not even be hign
enough to cover the average cost (or break-even cost) of producing
electricity.

Electric utility deregulation of the sort that would allow prices to
reflect the marginal cost of electricity is far behind that of oil or
even natural gas. The only piece of legislation that significantly
reforms the price structure of electricity is the federal Public Utility
Regulatory Policy Act (PURPA) PL 95-517 of 1978, specifically sections
21C and 210a. These sections set out the criteria under which utilities
will buy e]éctricity from distributed owners. The act states that all
utilities must purchase any electricity offered to them by a "Qualifying
Facility," and that the buy-back rate will be non-discriminatory, in the
public interest and be just and reasonable to all customers., The selling
price of electricity to the distributed systems must not include back-up
surcharges (in case of a Qualifying Facility's temporary break-down or
lack of availability) unless such back-up is shown to be necessary and is
imposing an additional cost on the utility.

The phrase "just and reasonable to all customers of the utility" is
intended to ensure that the cost of electricity to other customers does
not increase as a result of the rates paid to the qualifying facilities.
The Act reinforces this protection by stating that buyback rates will be
no greater than the incremental cost of electricity to the utility.
Since the "incremental cost" is defined in what can simply be described
as the long run marginal cost of electricity,B, any buyback rate lower

3The Conference Report states that regulators "... should [in
estiamting the incremental cost] look to the reliability of that power to

the utility and the cost savings to the utility which may result at some
later date by reaosn of suppy to the utility at that time of power from
the cogenerator or small power producer."”
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than the incremental cost will be a net savings to utility, savings which
will be passed on to other custoners.

However, the rules promulgated by the Federal Energy Regulatory
Commission (FERC) under Section 210 make it clear that the price offered
for buyback electricity can be no less than the incremental cost. FIRC's
ruling is that incremental buyback rates are the only ones that satisfy
the requirement that rates encourage development of alternate sources and
are also just and reasonable to all consumers, non-discriminatory and in
the public interest. Yet, while the rate paid for buyback electricity
should be the marginal cost of electricity, the lanjuage of the
Conference Report on PURPA indicates that Congress expects electricity
selling rates (i.e., for utility to consumer sales) to be estimated on
the traditional basis of an allowed rate of return plus fuel and
operating costs.
lethodology

The system for estimating the worth of photovoltaic systems that is
presented in this chapter has three elements. The first of these is an
appraisal of the effect of photovoltaics on the day-to-day electric
utility's operations and on its long-range planning. From this it is
necessary to estimate two sets of prices, the first being prices derived
from current regulatory guidelines, the second being prices that reflect
the true economic costs of producing electricity and the true economic
benefits of distributed production.

These two sets of rates can be used to estimate the profitability of
an investment in photovoltaics under the two pricing regimes using the
DOE photovoltaic goals as estimates of investment costs. The difference

in the profitabilities based upon the two pricing criteria will give us
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some measure of the individual losses (or, possibly, gains) that would
result from the current regulatory situation. Regulated prices could
result, for instance, in losses for the photovoltaic investor while
econonically efficient prices resulted in profits. In that case, failure
to reform electricity prices would result in the potential photovoltaic
market being virtually eliminated, even though they could provide
electricity more cheaply than the utilities marginal plants.

Figure II1.1 is a flow diagram of the processes involved in this
assessment. At the heart of the assessment is a production costing model
which contains information on the operating chéracteristics of all the
generating stations that the utility owns. The hourly demand that the
utility must meet is %ed to this model and it estimates the Towest
operating cost at which the electricity could be produced. These costs
are passed on to a rate setting routine which calculates the utility's
capital costs and adds that to the operating costs. The average price
per kilowatt-hour is then transmitted to a model of a private
photovoltaic user which estimates the profits (or losses) that would
result from an investment in photovoltaics. The profitability estimates
take into account investment costs, financing costs, the value of
reducing electricity purchases from the utility and the value of sales of
surplus electricity to the utility.

Measuring the effect of photovoltaics on the operation of the utility
is initiated from the distributed power model, which alters the utility's
recorded demand for electricity by the amount predicted to come from
photovoltaics.

The Demand for Electricity

The demand for electricity is represented by a load duration curve
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which is a probabilistic description of the hour-by-hour demand of the
type shown in Figure II1.2(c). The curve in II1.2(c) merely shows the
probability of observing a certain level of demand. For instance, a load
greater than or equal to X* ilegawatts will be observed P* percent of the
year. The load duration curve is derived from II11.2(a), which is the
hour-by-hour observations of a utility's annual demand. These load
observations are arranged from largest to smallest to provide Figure
II1.2(b). For any number of hours (read off the horizontal axis) the
load was greater than or equal to the level indicated by the curve. The
observation for 8750 tells us the minimum load observed for the whole
year. Figure III.2(c) is created by merely converting the number of
hours to the proportion of hours and then tilting the figure along a
forty-five degree line running from the origin.

Estimating Annual Utility Operating Costs

Electric power systems are operated with the goal of meeting the
electric demand at minimum cost. For a fixed set of generators, the
dispatch strategy that results in the minimum oeprating cost is to use
the generators in order of increasing marginal cost. In practicé this
strategy may be modified to account for operating constraints such as
spinning reserve requirements, high startup or shutdown costs and
transmission constraints., The final ranking of generators is called the
merit order or the economic loading order.

The operation of the power system can be modeled by plotting the
capacity of the generators, in merit order, alonj the vertical axis of
the customer demand curve as shown in Figure III1.3. The demand level at
which a unit starts to generate is called its loading point. The energy

that a unit generates is the area under the customer demand curve between
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FIGURE III-2
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FIGURE III-3
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its loading point and the loading point of the next unit.
In the deterministic model, the conventional power plant with the
Towest marginal cost is loaded under the customer demand curve at a

derated capacity that reflects the plant's availability. For exanple, a
1000 MW plant with an 30 percent availability factor would be brought up
to 800 it!. This plant generates as much energy as it can to meet the
customer demand. Since if there is still unmet demand, the unit with the
next lowest marginal cost is brought on line. This process continues
until all the area under the load duration curve has been filled in. The
total cost of the system operation can be computed by multiplying each
plant's total megavatt hours by the cost per megawatt-hour for that plant
and then surming the costs over all plants.

A deterministic model of this sort tends to underestimate the total
cost of electricity, since plants are assumed to be available when
required. Uncertainties in demand are also ignored. Both of these
problems can be addressed by treating both demand and supply as random
variables. Each power plant has a probability of failure and an expected
time that it remains in a state of failure. Electrical demand has a
probability of being at a given level and an expected time that it
remains at that level. A complete description of the probabilitic model
can be found in Finger (1981).

The total operating costs of the utility are then passed on to a
rate-setting model. The primary purpose of this model is to estimate the
capital costs of producing electricity, allocate then to the different
customer classes and then add the capital costs to the fuel cost of
electricity. As described above, two sets of rates are estimated. The

first of these is the conventional regulated rate. The total revenue
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that must be collected includes enough money to pay all fuel bills,
operating costs, taxes, plus an allowed rate of return on all previous
investments. The required revenue for each plant for a given year is

RR=rk +C+d+T
where

RR is the required revenue,

K s the book value of all plants and transmission systenms,

C is the fuel and operating cost of that plant,

d is the depreciation on all plants in that year, and

T s the total tax bill, including property and income taxes.

The bool value of the utility's investments are estimated by first adding
interest costs incurred during construction to the construction costs and
subtracting out investment tax credits. A constant proportion of this
cost is then subtracted from the initial cost for each year of the
plant's tax life, until the book value reaches zero. For instance, a
plant completed in 1970 for a total cost of $100 million, with a tax life
of 20 years will have depreciated by $10 million every year, so that its
book value in 1982 is now $30 million. (Tax life does not equal actual
Tife. The plant may still be operating in the year 2000 with a book
value of zero.)

Plant costs are either estimated from information on year of
construction and plant size or are taken from utility-provided
information. Transmission and distribution investments may also be
explicitly available or are estimated from information on growth in sales.

From all the undepreciated values are subtracted the proportion of
the original cost that was financed by debt, rather than stockholders

equity. A1l the undepreciated value of the~equity portion of the
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utility's investments are then added together to form the "rate base",
which is K in equation 1.

A second set of rates is estimated to reflect the long-run
incremental (or marginal) cost of producing electricity. This is
undertaken in two ways. The correct method, as described, for instance,
in Cicchetti et al. (1977), is to construct a generation, transmission
and distribution expansion plan that will allow the estimation of the
average cost of electricity into the future. This average cost will
depend on the forecast of future demand. The cost (or benefits) of
increases (or decreases) in forecasted demand can then be estimated by,
first, changing the forecast by small amounts, then redoing the expansion
plan for each change and finally, measuring the change in total costs
over the planning horizon. The change in total cost divided by the
change in total production will be the long-run marginal cost of
electricity.

This cost can be thought of as the expenses incurred per
kilowatt-hour, to meet new demand for electricity with new plants. All
customers are then charged that cost. An approximation of this cost
would be to estimate what it would cost to replace the entire electric
utility system at today's cost of capacity and compute the cost of a unit
of electricity on the basis of this replacement cost and the cost of fuel
from marginal plants.

This method, while an approximation, has the advantage of eliminating
the need for a complicated generation expansion model. To estimate the
replacement capital cost one merely replaces the historic cost with the
cost of new plants of the same type. The annual cost of holding this

capital is then estimated based upon a real rate of return and divided by
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the total production of electricity. An average cost of fuel fronm
marginal plants is then added to the replacement capital cost.

Different rates are estimated for two classes of customers; the large
commercial and industrial class and the small commerical and residential
class. The difference in rates between these classes is due to
differences in billing and overhead costs and differences in the amount
of transmission and distribution equipment needed to provide a
kilowatt-hour of electricity to each of the classes.

Distributed Power Model

Since the levels of production of distributed power systems are not
under the control of the central utility they violate some of the
assunptions of the probabilistic production-costing model. One feature
of photovoltaics, however, is that their operating costs are virtually
zero. Any system that has such a low operating cost will be used
whenever it is available, whether it is dispersed or owned by the central
utility.

This suggests a straight-forward manner of incorporating
photovoltaics systems into the economic modelling system. Hourly
readinys of solar insolation are available for many years for many
locations in the U.S. Also, the hour-by-hour demand for electricity
faced by the utility at these locations is also known. If we assume a
certain amount of photovoltaic investment, then we can convert the
insolation readings into capacity output and subtract that from the
hourly electricity demand readings. Ideally, the solar insolation
readings and the demand figures should be for the same hour of the sane
year for the same location. In that manner it is possible to capture the

effect of the relationship between amount of sunlight and demand for
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electricity, a relationship that may arise out of the demand for air
conditioning, for instance.

Once a new net load is created, the total demand is reordered into
the load duration curve. The new load duration curve can then be fed
back into the production costing model and rate-setting model to
establish the impact of photovoltaics on utility costs and revenues. The
new load duration curvé is also passed to the generation expansion model,
which is then re-run in order to examine the long-run cost implications
of reduced demand in the future.

Measurenent of Reliability and the Capacity Value of Photovoltaics

No electric utility is perfectly reliable. The high cost of having
the necessa;y generating and distributing capacity in place to be
perfectly reliable is greater than most people would be willinj to pay.
In assessing the value of a distributed energy system, some target of
reliability must be set.

One neasure of reliability that is often used is Loss of Load
Probability (LOLP). The LOLP is the number of hours that the system is
expected to fail over a given time period. Target LOLP's for mogf
utilities are about one hour of failing to meet demand per year. Uhen
interconnection with other utilities is included in the estimation, this
figure reduces to one hour every ten years, or a LOLP of .001 percent.

The LOLP can be derived graphically from the load duration curve.
Figure I111.2(a) shows the load duration curve of some utility while
Figure III.2(b) shows the load duration curve transformed into an
“equivalent load duration curve." It is derived by adding to the
electric load handled by a plant, the "load" that arises due to

breakdowns of plants that are lower in the loading order. Each plant
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handles its usual load plus the load arising out of the unpreparedness of
more efficient plants.5

Once the load duration curve has been extended into an equivalent
load duration curve we can find the LOLP. This is done by reading up
from the maximum installed capacity to the newly generated curve., In
Figure II1.2(b) the utility's’maximum capacity is U. Reading upward to
point labeled L gfves us the LOLP, which is the probability read off the
vertical axis at height UL.

The use of the LOLP provides a handy tool for measuring the capacity
contribution of photovoltaics and some other dispersed generators. The
objective here is to find the amount of 100 percent reliable capacity
that could be subtracted from the utility's capital stock and still
maintain the same level of reliability.

The procedure can be described with the help of Figure 111.4, which
shows two Toad duration curves, F and F'., Demand level U is again the
total rated capacity of the utility's system, and the distance UL is the
Loss-of-Load Probability with the original load. F' is the load duration
curve after K megawatts of photovoltaics have been added to the grid.
The horizontal distance between F and F' at height UL represents the
rated capacity that the utility could do without and still maintain the
same Loss of Load Probability. This distance is labeled ELCC for

Effective Load Carrying Capacity.

3.0 Analysis of Photovoltaic Worth

3.1 The Effective Load Carrying Capacity of Photovoltaics in Four Cities

Table III.1 gives our estimates of the ELCC for four cities. Thesé

etm——

SThe vertical axis of this cumulative probability function is the
probability that a unit operates at a given capacity for a certain
proportion of time.
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FIGURE III-4
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results were generated by comparing hourly insolation readings for three
of the cities with the local utility's hourly demand for electricity.
Hourly demand for electricity was scaled up to the size required for the
synthetic utility siwulation. The hour-by-hour comparisons are made for
1975. For the fourth city, Boston, hourly insolation readings were not
available for 1575, and so a "typical" year's data were used, 1953.

Coluimn 1 of Table III.1 lists the assumed number of megawatts of
photovoltaics that have been connected to the utility grid. Colunn 2
shows this photovoltaic capacity as a percentage of the peak demand that
the local utility faced during the year (scaled to meet the requirements
of the synthetic utilities). The third column of the table,
"Photovoltaic Effective Capacity," is the effective load-carrying
capacity of the photovoltaics. Column 4 shous these numbers as a
percentage of the rated peak capacity of all photovoltaic systemns.
Finally, in column 5, we show our estimates of what the assumed
photovoltaic capacity would produce in one year.

The most striking conclusion from these results is the very hish
effective capacity in Phoenix, Boston, and Miami. In the first two,
there seems to be a strong correlation between insolation and some
component of electricity demand, probably air conditioning, If
hour-by-hour insolation figures had been available, the ELCC for Boston
may have been even higher. In a city such as Omaha, on the othr hand,
air conditioning demand is, no doubt, high during long periods of at
least some cloud cover.

These high effective load-carrying capabilities have been found in
other studies. General Electric (1979) showed results very similar to

those in Table III.1, while Systems Control (1979) utilizing a somewhat
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cruder model got effective load-carrying capacities of 50 percent for
Albuquerque. For a comparison of these results, see Cox (1981).

3.2 Utility Rates

One of the important purposes of developinj the modeling system was
to link together traditional electric generation analysis with an
analysis of dispersed power systems. The critical link in this analysis
has been the setting-of consistent rates and the ability to calculate the
buyback rate which a utility could afford to pay for excess user
generated power. The next section will discuss the buyback rate while
this section discusses the sell rates.

There is insufficient space within this report to discuss the
rationale for the development of alternative utility rates. To surmarize
our previous discussions, the work completed has developed rates based
upon standard utility regulatory practices as well as upon the more
recently suggested rate structures contained both in the econonic
Titerature and in the PURPA legislation. Most simply stated, the current
rates for a utility are set by customer class so that the company can
cover costs and return a fair rate on their invested capital. ‘
Replacement rates involve recovering operating costs but setting the
capital component of costs‘at the level that would be required to build
or replace the next unit. Under time of day rates, the cost of capital
can either be allocated to the peak and base periods in proportion to
that of rate of use of capital stocks or can be attributed only to the
peak, The five rates developed cover this spectrum of possible rates.
The utility rates developed for each of the regional utilities under the
assuriptions listed above are shown summarized in Table III.2.

The significance of the rate structure on introduction of dispersed
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Table I11.2
UTILITY RATES Mills/kWh (1980 §)

Phoenix Boston Omaha

Rate R I R I R I

1 43.7 36.7 52.1 41.6 44.5 34.5
2A 51.7 43.5 1112.2* 1042.7* 109.1 95.5
23 33.9 29.0 41.8 34.5 28.2 21.0
3A 44.1 37.5 81.8x 72.2* 48.5 39.3
3B 41.7 35.4 50.6 40.3 41.1 31.5
4 63.0 61.4 73.5 50.2 67.9 60.5
5A 79.0 65.6 207.9% 177.7* 88.9 81.5
58 67.5 58.5 70.2 57.5 62.2 54.9

R = Residential/Commercial I = Industrial

*Peak over short time period

Rate Name

1 Flat embedded

2 T-0-D Embedded, nonallocated
M Peak

23 Of f-Peak

3 T-0-D Embedded, allocated

3A Peak

38 O0ff-Peak

4 Flat replacement

5 T-0-D Replacement, allocated
5A Peak

5B Off-Peak

Miami
R I

48.2 39.9
747.1%  712.2%
35.3 33.2
68.6* 50.9*
45.3 38.7
65.7 54.4
151.2%  129.4*
62.3 52.1
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generation is obvious. If a user faces a replacement rate structure, the
dispersed system owner receives implicit credit for substituting for
capital stock at the cost of the next unit, rather than at the averagje
cost of units already built, as is the case with the embedded rates.
Table II1.3 shows, for Phoenix, the impact that alternative rates,
flat-embedded versus flat-replacement, have upon the worth of
photovoltaic power systems to a residential owner.

3.3 Utility Buyback

A major purpose in developing the modeling structure discussed above
is to analyze utility buyback rates. e will develop this in two
stages. Initially we provide an estimate of the average price that the
utility would be willing to pay for a kilowatt-hour of electricity
purchased from a photovoltaic producer. This is the price which the
utility could pay and which would not violate the rule that its customers
would be no better or worse off as a result of such a purchase.
Secondly, we will establish a set of buy-back rates that will reflect the
actual value of electricity sold to the grid, a value that is slightly
lower than that which would comply with such an equal preference fule.

Table III1.4 summarizes, for two levels of construction of
photovoltaic systems, the value of electricity sold by these systems'
owners to the utility. The table is divided into two halves, the left
side being the rate estimated on the basis of "embedded" capital costs
and the right side on the basis of "replacement" capital costs. Fuel
credits are the same in both cases.

The results are striking. The utility can pay a high proportion of
its selling rate to buy power back from dispersed generators. In Boston

the buy-back rate under the flat, embedded scenario is 83 percent of the
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Table III.3

IMPACT OF ALTERNATIVE RATES ON PV SYSTEN WORTH:
PHOINIX (1980 §)

Utility Buyback Rate Systen

Rate mills/k4h  pct. BECC/\p
mills/kith
Embedded 43.7 35.4 81 1.15
Replacement 82.7 62.8 76 1.83

*See note on Table 1.
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selling rate, in Phoenix 31 percent. For the flat replacement structure
the results are similar, though lower, the proportions being 81 percent
for Boston and 76 percent for Phoenix.

While a buy-back rate estimated on the basis of the average value of
the utility's capital would be consistent with current practice for
estimating selling rates, it does not represent the "avoided cost" as
mentioned in PURPA regulations. The capital component of the true
avoided cost must be the cost of electricity from generating plants
delayed or not constructed. Again, replacement cost is used as a
surrogate to estimate the true cost savings to the utility of purchases
from photovoltaic systems. This is the price that would make the utility
and its other customers indifferent between the utility's purchase of the
excess photovoltaic electricity or its purchase of a new power generating
systen,

Under these conflicting rules for selling and buying back electricity
the selling rate must be taken from row 1 of Table IIl.2 and the avoided
cost buy-back rates from the right side of Table 11I.4. The result is
that, depending upon the penetration level, the buy-back rate can be
higher than the utility's allowed selling rate.*

However, the story cannot end here. The true value of solar
electricity sold back to the grid is the value of the last unit bought
back. As we mentioned above, and as we see from Table II1I.4, the value

of photovoltaic energy drops with increasing levels of penetration.

*If the utility were also allowed to charge the avoided cost for
electricity sales, as economic considerations indicate they should, then
the selling rate would be row 5 of Table III1.2 and the buy-back rate
percentages would be those found in the right-hand column of Table III.4
(al1 less than 100 percent).
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Phoenix
200
1200

Boston
200
1200

Omaha
200

1200

Miami
200
1200

Table III.4
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VALUE OF BUYBACK ELECTRICITY

Embedded eplacement
Mills/kih pct Mills/kwh pct.
35 81 51 73
33 76 48 69
43 83 60 81
35 68 54 73
31 70 34 50
30 67 32 47
39 80 47 71
31 64 43 66
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However, Table III.4 only provides the displacement value of the averagc

kilowatt-hour of solar electricity.

We can appproximate the marginal rate by taking a first difference
between the total value of photovoltaic electricity with respect to the
difference in the number of kilowatt-hours generated by the photovoltaic

systems. That is, the marginal rate is

PVKWH(200) - PVKWI(T1200)
where
V(200) is the total dollar value of all electricity produced
by 200 MW of photovoltaic arrays,
V(1200) is the same value for 1200 MW,

PVKWH(200) is the amount of electricity produced by 200 !W of
photovoltaic arrays,

PVKWH(1200) is the same for 1200 MU.
We have estimated these marginal avoided costs for two utilities. They
are entered in col&mn 2 of Table 5. Table 5 is a sample residential rate
table for the Phoenix and 3oston synthetic utilities, that we expect will
be typical of the sorts of rates that will be offered under PURPA. These
will maintain the traditional (though incorrect) embedded rates for sales
by the utility, but will require the appropriate avoided costs for sales
to the utility. Column 1 of Table IIl1.5 is taken from row 1 of Table
I11.2.

Table III.5

SAMPLE RATES FOR ELECTRICITY--RESIDENTIAL/COMMERCIAL
Mills/kith (1980%)

(n (2)
Selling Rate Buy-back Rate
(Embedded) (Marginal Avoided Cost)
Phoenix 43.7 45

Boston 52.1 52.4
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The marginal avoided cost buy-back rate is only slightly lower than
the average buy-back rate estimated for the 1200 !/ cases since the
average rates drop relatively slowly. Nevertheless, the buy-back rates
are still greater than the selling rate. Buy-back rates will drop baTow
selling rates once other costs of buying back power from distributed
generators are taken into account. This will include additional metering
and safety equipment, administration and the production of reactive

power, in the case of low power factor photovoltaic production.

4.0 Conclusions

The models developed in this effort allow the analysis of the effect
of dispersed generation on a utility's operating and capital costs. This
value, plus other data on the utility structure, can then be translated
into representative utility rates.

In the example used, that of photovoltaic systems, the distivuted
generation gains both a capital and an operating credit. While the level
of these credits varies with utility and location, the capital credit
ranged from 26 percent to 20 percent of the total credit.

Buybacik rates for specific utilities are greater than 8C percent of
the selling rates for the same time period. Rates of this magnitude will
have a major impact on the configuration and optimal sizing of dispersed
power systems in distributed applications and upon the requirements for

and economics of storage.
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Abstract Non-dispatchable technologies {solar,
wind, run-of-the-river hydro, cogeneration) affect
the cost of electricity production in a complex
manner by modifying the probability distribution of
demand for conventional generation. The lack of an
appropriate methodology to efficiently derive this
modification has prevented inclusion of
non-dispatchable techmologies as decision variables
in capacity expansion models.
stochastic approach to load modification which
explicitly models two types of interdependencies
between load and non-dispatchable generation:
through time of day and through w2ather. If rore
than one non-dispatchable generation technology is
considered, the dependency among them is also
modeled. Furthermore, the total 2s w211 as the
marginal impact of non-dispatchable capacity on
system reliability and operating cost is derived,
This allows us to model non-dispatchable genzration
in the context of two broad classes of optimization
algorithms. Dynanic programming and mathematical
decomposition are considered in this paper as
characteristic eiampleg of algorithms in each
class. Load modification mcdels already in use
derive total cost impact only, and are based on
hourly chronological simulation which is a
computationally cumbarsome method. The methodology
developed here provides marginal impact in addition

to' total impact values, is computationally efficient

. and is applicable to future demand projections at
almost any level of detail. Finally, its accuracy
proved very satisfactory when tested on 1975 Miami
load and insolation data.

INTRODUCTION

lion-dispatchable technologies (NDT) affect the
cost of electricity generation through a complex
interaction with energy and capacity requirements to
be met by conventional dispatchable generation
{thermal, hydro, central storage, etc.). These
interactions may be properly represented in the
context of long-term capacity expansion models if
the total and mzrginal impact of NDT on system
reliability and cperation costs can be estimated.
Thus, an efficient methodclogy to darive this impact
is the basic prerequisite ;or the inclusion of NDT
as decision variables in czpacity expansion models.

This paper presents a stochastic approach for
estimating the impact of NDT where load and NDT
generation are treated as dependent random
variables. Two types of depenczncies are handled
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This paper develops a

explicitly: through time of day or season, and
through weather. The stochastic approach is tested
on real Miami 1975 data and compared for accuracy to
a chronological simulation model. The ahalytic
calculation of marginal impact developed in this
paper is a unique capability of the stochastic
approach.

Use of the stochastic load modification approach
in the context of two capacity expansion rmodels,
allowing NDT installed capacities to be treated as
decision variables, is also demonstrated. The two
models chosen are based oh Dynamic Progra-ming end
Gereralized Bender's Decomposition, but are
representative of a wide range of models. The
Dynamic Progren is representative of models which
require endogenous determination of systea cost and
reliznility associated with a particular mix of
generating capacity. The Generalized Benders'
Decomposition algorithm is representative of models
with additional requirements for endogeous
determination of the impact of marginal ganerating
capacity changes on system cost and reliability.

Finally, the methodology ‘devkloped here is
compared to load modification models based on
chronological simulation. The advantages and
disadvantages of the stochastic.and chronological
approaches are evaluated from the point of vies of
their usefulness in the context of capacity
erpansion planning models.

DERIVING THE LOAD. DURATION CURVE
T NET_OF ROT GENERRTION

Methodology

Randomness in customer demand and availability
of generating capacity are essential features which
must be addressed and carefully modeled by
generation expansion planning tools. Baleriaux and
Boota ({1] anc [3]) have formulated 2
computationally efficient algorithm that is
sufficiently accurate for planning purposes. The
methodology presented here is an: extension of the
basic Baleriaux and Booth probabilistic production
costing framework to handle NDT generation.

The Baleriaux formulation rests on the
representation of customer demand,and forced outages
of dispatchable generating uAits 2s independant
random variables. Load is represented by the load
duraticn curve (LDC) which may be constructad by
sorting load in order of increasing hourly values to
obtain the proportion of time during a peridd of
concern that load is expected to exceed a certain
level. In doing this the time series character of
hourly loads is collapsed into a prebadility
distribution that models load as a random variable
which is assumed to be independent of th2 forced
outages of dispetchable units. The independence
assumption is justifiable for dispatchable
generation only. In contrast, NDT generation, if
rojeled as a random variable, is interdepencent with
load, Further, outputs from units belonging to
different NDTs are 21so -interdependent. Relognizing
this, the methodology proposed here addresses the
problen of dariving the probability distrioution of
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the sum of statistically interdependent random
variables. The sum is customer load net of NDT
generation while the interdependent random variables
are initial customer load and tha various NOT
generation types.

In order to address the interdependency
question, we observe that the probability
distributions of initial customer demand and NDT
generation summarize variations which result from
two different phenomena: a cyclic phenomenon (time
of day, day of the week, season) and a random
phenomenon (temperature, cloud cover, wind speed),
We then proceed to separate the cyclic from the
random phenomenon by defining cycles spanning the
period of concern and categorizing load and NDT
generation according to the position in the cycle in
which they occur. For example, if the period of
concern is winter of 1980, we may specify a daily

cycle* spanning the period, with positions in the
cycle corresponding to times of day. It should be
noted that in the above categorization the number of
vendom variables representing load and each distinct
NDT site-technology combination increases by a
factor equal to the number of cycle positions
defined. In the above example, if five time of day
categories are defined as the different possible
positions in the daily cycle, ani we wish to analyze
two 1iDT g2naration typas in one site, then the
categorization according to tims of day will result
in fifteea random variables representing load and
NDT generation.

In probability theory terms, the above
categorization is equivalent to conditioning load
and NDT generation on time of day.. We next focus on
deriving rodified customer load n2t of NDT
genaration ccnditional upon time of day. Once this
is achieved, aggregation to obt2in modified customer
Toad for the whole period of concern may be easily
inplemented (sse Appendix A). -

Although conditioning on tim2 of day removes
part of the dependence, conditicnal load and NDT

generaticn are still interdepencant because of their

common dependence on w2athar (wind speed,
temperature, insolation) and othar random
phenomena. This interdependence of the conditional
random variables is explicitly rmodeled by
constructing a linear transformation of the
dependent variables that yields 2n equal number of
independent vrandom variables. The transformation is
obtained by applying Gram-Schmidt Orthogonalization
on the original joint hourly observations of load
and the various tyges of interdependent NDT
genzration for each time of day category. The

transformztion summarizes in essence the joint
probability distributicn of demasZ and NDT
genzration conditional upon the time of day,
assuming 2 linear underlying relationship. It also
yields mutually independent randon variables which
may be easily combined to darive the probability
distribution of load nzt of NDT generation.

The mathematical details of th2 stochastic
approach outlined above as well as its algorithmic
implementation are presented in Appendix A. To give
the reader an overvies of the modeling capabilities
of the approach, the exposition is restricted here
to the problem formulaticn and a non-mathematical
treatment of the various issuas is presented.

*More than one cycle may be defined if desired, for
examnple, weekdays and weskends.

The problem of estimating modified customer load
net of NDT generation is tantamount to the
construction of its probability distribution.
Modified load, modeled as a random variable, is
related in the prop-sed methodology to initial
customer load and HoT generation as follows:

V*=V- Y EX.. (1)
i 'Y
where
¥* : Random variable representing modified

lo;d

<1
..

Random variable representing original
customer load

i ¢ Index identifying technology and
installation site

m
.o

Random variable representing "energy .
source" availability related 1o
technology-site combination i. It
corresponds to the hourly o.zput of
one MW of installed capacity in
site-technology i,assuming no
equipment failures.

Random variable representing
“generating capacity" availability of
unit j related to site-technology i,
after accounting for forced outages.
Note that forced outages correspond
to unpredictable equipment failures,
resulting in 2 ~andom fraction of
installed capa. ty being available at
any given point of time.

oo

ij

The following points describe the modeling
capabilities of the above formulation.

-~ NDT generation is modeled accurately as
the product of two random variables--
i) energy source availability E;, which
varies with time of day, weather (wind
speed, solar insolation, etc.) and other
random phenomena, and ii) generating
capacity availability Xyj, which varies
with random equipment failures. Xij
models hardware reliability and is
exactly equivalent to the modeling of
forced outages of conventional
dispatchable units in probabilistic

producticn costing. Thus Xi; may either
be specified as a binary state random
variable or, if more detail is desirad,
as a nulti-state random variable using
multiple block specification. Ej, on the
other hand, models the non-dispaicheble
character of KDT generation associated
with site-technology i. It has 2
continuous probability distribution and
i5 inlerdependent both with initial
customer load and energy source
availabilities related to other sites
andfor technologies.. It should be noted
that the above formulation makes it
possible to simultaneously mod=1 and
evaluate a wide range of NDT's
Characterized by type of technology,
installation site, unit size and
equipmant reliability.



- Multiple unit installatioas Xi5 with j
varying over units related to %
particular technology-site may b2 .
modelad. These units must have the sarme
conversion efficiency, thus sharing the
same E;, but may exhibit different size
and installed capacity availabilities.
Thus, for example, photovoltaic arrays of
different sizes installed in the same
site with varying hardware reliability
specifications may be modeled to reflect
different institutional ownership
patterns and maintenance assumptions.

- An important consequence of the fact that
the interdependent random variables Y and
Ej, i=1, 2, ... are statistically
independent of the actual levels of
generating capacity availabilities Xy; is
the following. The joint probability
distribution of Y and Ey, i =1, 2, ...
may be accounted for just once and then
used repeatedly to derive modified load
in relation to different NDT generating
capacity levels. Thus, the stochastic
load modification methodology developed
here is computationally efficient in the
context of capacity expansion planning,
since modified load associated with
alternative plans may be derived with
minimal incremental computational effort.

- The representation of NDT generation used

above is sufficiently generzl to apply to
a wid2 range of technologies. Besides
the naw energy technologies like solar
and wind energy conversion, the following

.+ broadly-construed KDT generation or

avoided generation may be modeled in the
formulation of equation 1: run of the
river hydro, heat follosing
steam-electricity cogeneration, energy
_cons2rvation investments like insulation,
and certain load management techniques.
In all of the above, an hourly
performance simulation of a particular
NDT during a base year is sufficient
information for building its joint
probability distribution with load and
other NDT options. Derivation of
modified load duration curves for various
NDT installation plans is then feasible.

The probability distribution of load is
cohverted, in line with standard industry practice,
into a load duration curve (which is often
represented by a piecewise linear curve). The
methodology developed here yields an LDC for
oodif ied 1o2d which may then be used to perform
Baleriaux and Booth probabilistic production costing
on the conventional dispatchable units. Although
the modified LDC may be represented by a piecewise
Vinear curve, it is derived in the proposed
methodology in terms of a finite Gram-Charlier
series [8] utilizing the first eight moments
or cumulants of modified load Y*. Hence, 2s is more
explicitly stated in Appendix A, the statistical
load modification approach developed here is based
on the estimation of the first eight morents of V*,
Once these moments are obtained, the LDC - modified
Yoad is constructed using the Gram-Charli.r series
which may in turn be used to alternatively define a
piecewise linear LDC, or any other LDBC
representation that might be required.

Empirical Investigation of Accuracy. Performance

The statistical load modification methadology
outlined above was implemented in a computer code
(see Appendix A) and tested on 1975 Miami load and
solar enargy flux data. One technology-site was
considered, with two NDT generators. The generators
were assumed to consist of photovoltaic arrays with
peax capacities of 80D M and 300 M and average
installed capacity avaiTabilities of 70 percent and
80 percent respectively, Miami 1975 hourly load

information was obtained from EEI and hourly solar
energy flux for 1975 was obtained from the SOLMET
weatner tapes. The solar energy flux data were

input to a photovoltaic.generation simulater

wiich yielded base year“hourly values of E;, that is,
observations of the energy source availabiiity.

The data describad above were used to cbtain two
estimates of modified load. The first estimate was
obtainad following the stochastic approach developed
herz whils the second was obiained using an expiicit
hourly chronological simulation algorithm {5]. The
chronological simulation algorithm loops over every
hour in the period of concern and subtracts NDT
ganeration fraom load for each possible state of
installed capacity availabilities. The resulting
hourly modified load for each state of capacity
availability was turned into a' load duration curve
by caiculating the first eight moments, tréating
hourly values as observations from an underiying
probadility distribution. The Gram-Charlier series
vas then used to generate values on the LDC of
modified load and these were then plotted. The
stachastic approach algorithm groups hourly load and
NCT ena2rgy source availability data into elaven
tize-of-day categories. In the final step of the
statistical epproach, the first eight
morentsfcumulants of modified load are calculated
for the specified installed capacity levels and
tine-of-day results are aggregated to results for
the whole period. The Gram-Cnarlier series was then
used to.generate the LDC of modified load.

First, the period of concern was teken to cover
the whole year. Then the analysis was repazted for
shorter periods referring to each season of the year
(Winter, Spring, Summer, Fall) and further
distinguishing between weekdays and weekends.
Division of the year into subyzarly periods and
parformance of probabilistic production costing for
each one is common practice when detailed modeling,
capable of addressing maintenance scheduling and
storage, is required., Thus, it was considered
interesting to test the accuracy of the stochastic
approach on bcth yearly and subyearly LDC
specifications.

Tne results for the yearly LDC specification are
presented in Figure 1 and Table 1 which cova-
original load and modified load following the
stochastic and chronological approach. The
chronological approach is used here as a benchmark.
As may be observed, the difference between the
chronological simulation and stochastic approach
results is smaller than the plotter's resoluticn.
Table 1 gives probability values up to the fourth
decimal point which allows for more detailed
conparison. Point estimates on the LDC
corresponding to the stochastic approach differ from
tiha benchmark by less than 0.} percent in the
nig-renge of the LDC, while the difference increeses
to~ards the tails. It should be noted that whilz
inaccuracies in the tails are very smell in absclute
terts and may hardly have any impact on production
costing calculations, they are more imporiant when
reliability estimates are of interest. How2ver,
2rrors of a few parcentage points in the ioss of



lozd probanility or other related reliability
estimates are not substantial in the context of
probabilistic production costing. The Baleriaux and
Booth assumptions for collapsing time into a
probability distribution most likely introduce a
larger relative error.

Table 1
Load ModiFicetion Results
All Seasons 1975 '
LDC Values For Selected Load Levels

Probability Load > 2
Modified Load
Load Level Original Stochastic Chronofogical

weekends. The relative error for this shorter
period LDC also does not exceed 0.1 percent in the
midrange. The accuracy of the stochastic approach
algorithm is still satisfactory. Discrepancies are
due to small sanple size rather than a systematic
error. A systematic error would have resulted in
compounding discrepancies as the length of the
geriod considered increases and this is not observed
ere.

Table 2
Load Modification Results
Winter 1975: Weekends
LDC Values For Selected Load Levels
Probabilit - Load 3 Z

Moditied Load
Load Level Original Stochastic Chronological

Z (M) Load Approach Simulation
2100 . 1.0000  1.0000 1.0000
2300 0.9636  0.9672 0.9670
2500 0.9092 0.8941 0.8942
2700 0.8480  0.7957 0.7961
2500 0.7821 0.6777 0.6785
3100 0.7018 0.5470 0.5477
3300 0.5942  0.4125 0.4128
3500 0.4570  0.2860 0.2857
3700 0.3063 0.1789 0.1782
3900 0.1690  0.0983 0.0976
4100 0.0676 0.0450 --.0446
4300 0.0033  0.0146 0.0145
4500 0.0000 0.0003 0.0004

Z (M) Load Approach Simulation
2500 1.0000 1.0000 1.0000
2700 0.9831 0.9794 0.9793
2900 0.9561 0.9441 0.9440
3100 0.9177 0.8943 0.8943
3300 0.8671 0.8303 0.8302
3500 0.8050 0.7537 0.7536
3700 0.7326 0.6678 0.6677
3900 0.6526 0.5770 0.5768
4100 0.5680 0.4859 0.4857
4300 0.4823 0.3988 0.3987
4500 0.3990 0.3192 0.3192
4700 0.3207 0.2439 0.2491
4900 0.2499 0.1887 0.1891
5100 0.1877 0.1386 0.1391
5300 0.1359 0.0976 0.0982
5500 0.0917 0.0651 0.0656
5700 0.0576 0.6302 0.040¢
5900 0.0321 0.0226 0.0222
6103 0.0142 0.0095 0.0096
6300 0.0028 0.0020 0.0018
6500 0.0000 0.0003 0.0000
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Figure 1

Differences between the stochastic approach and
benchmark results stay in the same range as the
duration of period cevered by the LDC decreases.
Table 2 gives point estimates on the LOC for a
characteristic subyearly period covering winter
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The accuracy comparison of the proposed
stochastic approach should .be followed by 2
computational efficiency comparison. For n units
with binary capacity availblility (ie. a unit cen be
in one of two states—available or not available),
the chronological simulation algorithm performs, in
the case of ‘a yearly period, 2" * 8760 subtractions
and multiplications, and 2" * 8 * 8760 additions and
exponentiations (n = 2 in the test data used). In
comparison, the stochastic epproach performs a
comparable number of operations once and then

(

"



estimates mzdified load for a particular installed
capacity level by performing thz following
incremantal operations: T * 8 * [n+#4 additions, n+l
multiplications, 2 cumulants to moments
conversions], where T is the number of time-of-day
categories and n the number of units considered (T =
11 and n = 2 in the test data used).

Tnhe above comparisons are representative of the
one technology test case used to generate the
results presented above but are indicative of the
computational efficiency of the two algorithms. The
stochastic approach is more efficient by at least an
order of magnitude. As the number of units
considered increases, the efficiency advantage of

the stochastic approach becomes even more pronounced.

INTERFACE WITH A DYNAMIC
PROGRAFMING ALGORITHM

Dynamic programming (DP) algorithms have long
been used to solve the long-range generation
planning problen [7]. The building block of DP.
planning tools is the estimation of operating costs
related to a particular combination of installed
capacities that meet a specified reliability level
in each year of the planning period. Repeated
production cost calculations based on an LDC
representation of customer load are thus performed
and comprise the major computation effort involved.

1f 1DTs are part of the capacity expansion
alternatives, the approach presented above may be
used prior to production costing to derive a
modified load duration curve net of NDT generation.
Computational efficiency in derivipg the modified
Toad duration curve is of paramount importance given
that such derivaticns must be performed many times
{of the order of thousands). WMany different levels
of NDT generation capacity are considerad each year,
Loy the incremantal cunputational .effort requirad by
- the proposed methodology to derive modified load for
each level is minimal. The conputational efficiency
of the stochastic load modification approach
developed here makes the introduction of NDT
generation in DP planning models feasible.
Chronological simulation load modification
models nhave bean used in relation to a DP algorithm
[4] but only with KDT generation capacity specified
exogenously. Treating NDT generation as a decision
variable poses computational efficiency requirements
that are not met by chronological simulation models.

INTERFACE WITH A GEWSRALIZED BENDERS®
DECOM- 031 TION ALGCRITHN

A.capacity planning mcdel ceveloped by J. Bloom
{2} u{ilizing a Generalized Bender's decomposition
algorithm is selected here to deTonstrate the
introduction of NDT in capacity expansion models
that require marginal impact information. To define
marginal impact precisely, it should be noted that
the relevant quantities are system operating cost
and reliability. In equation form,

Operating cost = 0C = ) FIed + FN(E -y £)
3 J
(2)

Reliedility = unserved energy = ¢ = E - 3 g3
s
(3)

vhere £j = expected energy generated by the
jth conventional dispatchable
unit in the loading order

Fj = variable cost of the jth unit

E = total customer energy demand

M. per unit cost of unmet demar-
Noticing that £, FY, and E are input

constants and denoting NDT capacity by X;, we
obtain the following relations.

200 Gy N el

J J
LT J (5)
Xy ; SY;

Inspacting equations (4) and (5) it may be
observed that the marginal impact on both
operating cost and reliability is determined

aEd . : s
if 3% 18 known for all i,j.
i

The remainder of this section will focus

J
on deriving fornulas for %%7. Consider the
identity resulting from ene}gy balance

Ej = Ugg - U (6)

where Uj = E - ifi = unmet demand after

i-
1,2,..-,) dispatc%ab1e units have been loaded under
the load duration curve.
Differentiating (6) gives

E. AU, al.
!_1 J
Wilg X T @

oF,
Hence the evaluation of 31% for all j is
i

al.
equivalent to the evaluation of ii% for
i
all j.

The probability distribution of equivalent load
seen by the (j+1)th dispatchable unit may be
represented in a fourth* order Gram—Charlier
expansion [8] as follows:

P(z) = N(z) - ERBLn(3)(z) + B §(8) ()

(8)

where N(k)(z) = kth derivative of N(z) with
respect to 2z,

*Gixth or eighth order Edgeworth or Gram Charlier is
required for sufficient accuracy. Fourth order 1is
used here to simplify the exposition.
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N(z) = /-2—1’ e

6(r) = k(r)/(k(2)1}/?

- J -
k(r) = rth cumulant of Y* + > (rth cumulant of F )
i=1 !

Fi = forced outage distribution of ith
dispatchable unit

2 = equivalent load normalized by k(1)

(zero mean) and [k(2)]1’2 {unit
standard deviation).

Unmet demand after the jth unit has been loaded
can be written as

@ E
U - } z![l - {P(z)dz]ds g * hours * [k(2)]M2

(9)
where z* = the loading point of unit j +1
hours = number of hours in period over

which the load curation curve is
defined.

Differentiating (9) with respect to capacity X; we
have

ol R Q .
o= [e(m -1y kBN ?gz*)

iki 'Ol\i
K(3) + n(2)(om 32* , 3x(4) 8(8)(z%)
- Kzl w SR i e

* _k_é_gl * N(3)(z*) %(t‘ * hours * [k(Z)]lI2

+plg@1%E a0
where

z*

2
#(z*) = / /ZI e 12 g,

Noticing that

;
- [3 Yy - k@)Y
i

where Yj. is the installed capacity of the dispatch-
able unit j*, it is obvious that (10) can be evalua-
. ak(r) . U
ted given . Inspecting the cafinition of k(r)
aXi .
and noting that the forced outages of dispatchable

units are statistically independent of customer
demand net of NDT generation, one may write

ak(r) . 3(rth cumulant of 7#1 (11)

axi zxi

J
Thus the problem of estimating %%7 has beea reduced
i

to that of estimating derivatives of the cumulants of
Y* with respect to X;. The derivation is presented

for the case of one NDT capacity expansion
alternative in Appendix B. The generalization to
more than one alternative is straightforward, It is
interesting to note that the derivative calculations
presented in Appendix B may be carried out in
parallel to the calculation of the cumulants/moments
gf Z* and do not pose undue additional computational
urdaen.

This section has demonstrated that marginal
impact of NDT capacity additions can be calculated.
In his algorithm J. Bloom [2] has developed a
recursion formula for estimating marginal impact of
dispatchable capacity additions with a binsmial
forced outage distribution. The methodology
presented here is applicable to nondispatchable as
wa1l as conventional dispatchable units*, but
requires a finite Gram-Charlier series
representation of initial customer derand and
equivalent demand seen by each conventional unit.
Bloom's recursion formula is applicable to a larger
set of probabilistic production cost algorithms
since it imposes no restrictions on load
representations which can be, for exanple, piecewise
linear, Gram-Charlier, Fourier series, etc.
However, it is not extendable to handle NOT
generation. In concluding this section, it should
be noted that the requirement of a Gran-Charlier
representation of load in order to handle KT
generation in long-term capacity expansion models is
far from restrictive, since this representztion is
superior in computational efficiency and
sufficiently accurate for the purpose of loag-term
capacity planning [9].

CONCLUSION AND COMPARATIVE EVALUATION

A stochastic approach was outlined abova that
derives the probability distribution of customer
electricity demand net of NDT gesneration.
Alternative approaches developed in the past [5)
utilizing chronological simulation are the caly
substitute in the authors' knowledge and are thus
chosen for comparison to _he new stochastic method
developed. The comparison is attempted in terms of
the following issues.

*A Generalized Benders' algorithm with multiple unit

interpretation of a continuous decision variable for
dispatchable capacity added has been develcped and
implemented by the authors of this paper [10], based
on a Gram-Charlier LDC representation. Extansion to
NDT generation has also been implemented., The
authors have been recently informed of similar
unpublished work by Richard B. Fancher of Dacision
Focus, Inc. who has independently rederivad the
Gram-Charlier based formulas giving derivatives of
expected energy generated with respect to
conventional generating capacity.

W
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a. Compatible Production Cost Models. Load
modification models using chronological simulation
may be interfaced with both Bootn-Baleriaux type
probabilistic production cost models, as well as
with hourly chronological production simulation °
models.' Tha stochastic approach is compatible with
Bootn-Baleriaux production cost models only.
Gram-Charlier finite series representation of load
is required only when marginal impact information is
required,

b. Accuracy and Computational Efficiency. The
accuracy of chronological models is as good or
better than that of the statistical modrl presented
here, depending on the particular problum
considered. However, the computational efficiency
gains associated with the stochastic approach should
make it the preferred opiion for 2pplications in the
context of long-term capacity planning. If a
prespecified path of NDT capacity selection is to be
analyzed, implying that customer load will have to
be modified once for ever{ year in the planning
period, then chronological models might still be
practical. If NDT generation is to be included as a
decision variable in a long-term capacity planning
model, computational efficiency requirements might
render the stocashtic approach thz only available
option.

c. Marginal Impact Estimates. This paper
develops analytic marginal impact calculations
associated with NDT capacity additions. Marginal
impact quantities required by a whole group of
long-range planning models (Generalized Bender's
decomposition, gradient alyorithms, etc.) may not be
obtained analytically in chronological simulation
models, although numerical estimates are obtainable
by perturbing each of ‘the NDT analyzed, and then -
repeating producticn costing calculations for each
technology. Numerical instabilities, in addition to
computational burdzan, limit greatly the usefulness
of this approach.

d. Modeling Scope Capebilities. The
statistical approach presented here allows for a
flexible and generally applicable modeling of NDT
generation alternatives. Inspection of equation (1)
shows that many site-technology combinations may be
represented. A1l NDT generating capacity associated
with each site-technology combination has the same
conversion efficiency performance but may consist of
multiple units with different sizes and/or
availaoilities. Thus, varyiag institutional
ownership arrangements (e.g., distributad
non-utility-owned vs. centralized utility-owned)
related to different size requirerents and hardware
reliability may be easily modeled. In contrast,
chronological models require 2 separate simulation
for each state of the NDT generating units due to
hardware forced outages, and as the multitude of
these combinations increases exponentially, only a
very small number of different units may be
practically analyzed.

In concluding this paper, we would like to
emphasize that its primary contribution lies in the
stochastic approach devaloped for deriving modified
Joad net of NDT generation. The proposed method is
significantly more efficient than past approaches
utilizing chronological simulation and is unique in
that it 2llows analytic marginal impact
calculations, which, if required, may render it the
only available option.

APPENDIX A
THE LOAD MODIFICATION ALGORITHM

The problem formulated in equation (1) of the
text takes the following form after categorization
according to time of day, denoted by t:

V= (t) =V(t) - X
1,9

t=1,2, ... time of day

(1) . Xy (a)

To further account for the random (weather)
component of dependence, it is assumed that random
variables E;(t) for all i and Y(t) are linearly re-
lated, and Gram-Schmidt orthogonalization is used to
construct a linear transformation which relates
Ei(t) (i=1,2, ...) and Y(t) to mutually indepen-
dent random variables Ri(t) (i =1, 2, ...), R (t).
The transformation can be summarized in matrixy
notation as follows:

po - p— - - -

El(t) 1 Ry (t)
()| [ay0) 1 R,(t)
Ea(t) = 331(‘) .32(1) 1 e ia(t)
B0 () ap(e) ey .. 1 Ry(t)
Y(t) 3:(0)  aL(t)  anLlt) . . ety o 1E(e)
L i -.VI .V? ’3 ,[ j Ly ]

uf o-

bz(t)

by(t)
+ . (A2)

by(t)

o,m-

The Gram-Charlier series expansion with
finite terms used to represent the
probebility distribution of Y* may be
expressed in terms of a finite number of
cumulants of Y*. Using the standard probability
theory result that the cumulants of the sum of
independent random variables are equal to the sum of
the cumulants of the individual random variables,
the linear relationship assumption made above may be
accepted or rejected by testing the hypothesis that
the following equality holds for higher than second
order cumulants:

kelRy(t) + T Ri(0)] = kIR ()] + 2 K (R (1)
i i

where k.[*] denotes the rth cumulant of [*].

Note that if sample estimates are used, the above
holds exactly for the first two cumulants by virtue
of Gram-Schmidt orthogonalization. If the

t .othesis is accepted on the basis of the available
s..ple estimates, then equation (Al) may be
resritten in terms of the orthogonalized, and

hence “independent®, random variables Rj, Ky.



Suppressing for simplicity the time argumant
of the transformation coefficients, and
letting X =3 Rjj, we have

Yi(t) =

Rl*[- xl—EZI x2-331 X3"a41 X4-o . o+ay1]
*R L - Xy -2y Xy -y Xp - vyl
+Ry*[ TR PRI
+ . . . . . . . . o .
+Rp - X+ 2]
+R, -by X, -by ¥y~ . -b X +by

(A3)

As long as sone aij(t), or bi(t), =1, ..., m,
is non-zerc, the terms“being summad in (A3) are not
indepandent since X; appeers in more than one term.
Denoting by i* tne subgroup of NDT associated with
a non-zero ajj{t} or bj(t), and conditioning on the

value of Xy, k ¢ 1i* ', equation (A3) takes the form
of a sum o? independant random verizbles. Then,
using the probability theory results stating that

-~ the momaats of a product of independent random
variables are equal to the procuct of the
moments of each variable

— the cumulants of a sum of independent random
variables are equal to the sum of the cumulants
of each variadble

- curulants are a known polyncmial function of
moments and vice versa,

equation (A3)-yields the cumulants/moments of Y*(t)

conditional upon values of X, k ¢ i* . The
unconditional moments are subsequently derived by
sumning and weighing the conditional ones. Thus,
denoting the rth moment by mp,

i) - D,

all valuyes of
X0 ke it (A4)

mr[Y*(t)lik] * Prob(ik)

Finally, the momants/cumulants of ¥* are

obtained by summing the moments of Y*(t) and
weighing by the relative length of each time of day
category t, denoted by Prob(t).

mr['f*J > mr{?*(t)] * Prob(t) (A5)
t

APPENDIX B

CALCULATION OF DERIVATIVES OF Y* CUMULANTS

The computation of the derivatives of Y*
cumulants with respect to installed capacity x is
outlinad below. First, some definitions are given
below assuming a Gram-Charlier series up to eight
cumulants.

m[*] = 8 3 1 vector of first eight moments of
*
k[*] = 8fx[1]vector of first eight cumulants
o .

kM[*] = 8 x 1 vector whose elements are
polynomials of the moments of [*]
relating them to the first eight
cumulants of [*].

Mk[*] = 8 x 1 vector whose elements are
polynomials of the cumulants of [*]
relating them to the first eight
moments of [*].

e. = 1 x B trensposed vector of

zeroes with 1 as its ith element.

Consider now the case with one NDT generation
option, since the extension to many is
straightforward. Equation (A3) becomes after
dropping index i,

7*=b*a§+§-ki=b*§[a-i]+§
Yy y
Following the procedure in Appendix A we have:

k(¥*) = kM[ 30 m{¥+(t)Ip,]
t

m{¥*(t)] = ¥ [k(b) + k[R(a - )] + R )))
k{R(a - X)] = k1 [m[R] m[a - X]]

nla - X] = M[k(a) *+ k(-X)]

Applying the'chain rule we obtain an expression
for the desired derivatives with respect to
installed capacity x:

ak (V%) .

X

o e A | 3 3
aere) by p (RRINCMRN) a0 . R) 5 gy ke - X 3!51’23:
a=lvr] Tt ak{r*{t)] (X . R} §s2 (a - X}

In the above expression notice that m[X . R)

= m[X] . m[ﬁ] and that -:—:%%l, %ME’E%-]- are 8 x 8

Tower triangular matrices with elements i, J

being the cerivates of the fth cumulant as a
function of 1, 2, ... ith moment with respect

to the jth moment and vice versa,

respectively. Finally, observing that the

moments of X are expligit functions of the
nameplate capacity of X, the expression above can be
evaluated as a function of the known nameplate
capacity.

-

(
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Chapter 4 |
Photovoltaic Market Ana1ysfs:
Background, !lodel Development, Applications and Extensions
Gary L. Lilien, Frank H. Fuller
1.0 Introduction

The pufpose of this chapter is to describe ani rotivete the marict
analysis research and developrient efforts for photovoltaics that have
developed ovaer the last several years. The main oiLjective is to devalop
tools and procedures to help guide government spending decisions
associated with stimulating photovoltaic market penetration.

Thic chapter presents the theoretical and empirical support for a
market assessment and analysis process ained at providing decision
support for the DOE PV program. The process has three main components:
(1) theoretical analyses, aimed at a gualitafive understanding of what
general types of programs and policies are likely to be most
cost-effective in stimulating PV merket penetration; (2) an operational
model, PV1, providing an interactive, user-oriented tool for quantitative
study of the relative effectiveness of specific government spending
options, and (3) field measurements aimed at providing objective
estinates of the paraneters for PV]1 model analysis.

The PV1 model is used to determine allocation strate;ies for
constrained government spending that will most stimulate private sector
adoption of photovoltaics over time. By comparing the model's market
penetration forecasts for different strategies, government policy
analysts can compare the effects of those strategies quantitatively.

Motivation for the model is provided in Sections 2 and 3. Section 2

sumarizes what is known about diffusion processes, concentrating
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primarily on models of the consumer adoption process and on those factors
that influence the rate of adoption. Section 3 reviews other
solar-energy diffusion models and demonstrates that a need exists for a
more realistic, data based approach to modeling diffusion phenomena.

'Inlike other models of solar diffusidn, PV1 is integrally linked to
empirical data. !ost importantly, PV] models diffusion rates implicitly,
through a consumer-based choiée model, rather than through an exogenously
defined diffusion function as do earlier iodels. Section 4 presents the
PV1 approach in detail. The section tegins with a discussion of the
problen, describing the government policy options available for
photovoltaics. The structure of the model is then justified
theoretically and empirically.

A unique characteristic of the PVl approach is that it is tied to a .
field data collection activity. Section 5 motivates that data collection
orocess, linking it to parameterization of the PVl nodel.

Section & discusses some theoretical results on the optimal
deployment of demonstration program and subsidy program resources. These
results apply not just to PY, but to many new technologies that are
governed by diffusion processes and experience curve cost declines and
economics of scale. They provide insight into the kinds of policies that
governnent should find rost cost-effective.

Section 7 presents PV1 analyses of 15 different government support
strategies. The theoretical results on optimal policy spending
strategies are compared with the quantitative results of the model.

The nodeling and‘data collection pro;edyre has led to a number of
ohservations that can be made that are specific to photovoltaics. These

are collected and sumarized in Section 3. In that section possible
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extensions to the model are described, and the value of using tiis

approach for other technolonies is discussed.

2.0 Background on iarket Penetration;of lew Technologies

An understanding cf the adoption process of a new technoloyy is key
to the development of a good market penetration riodel. There are two
reasons for this: first, it is necessary to specify the important stajes
of the adoption process for the new technology; second, those factors
that influence movement between the adoption process stajes anc that
ultimately affect the rate of market penetration rnust be identified and
quantified,

Significant differences exist between the adoption processes of
individual and industrial cdnsumers. In industry, as in the comnercial,
agricultural and central power sectors, adoption is an organizational
decision. As such, the acoption process in these sectors is
substantially more complex than it is at the individual, home-ouner
level. Despite differences in complexity, individuals and organizations
in general follow many of the same steps toward eventual adopticn. This
section first examines the individual adoption process, cormenting on
differences between individual and organizational procedures. The
factors that influence the rate of adoption are then described and
categorized,

2.1 Stages in the Adoption Process of New Technologies: Individual

Researchers differ a bit in their delineations of the new technclogy
adoption process for individuals, but a five-stage process suggested by
Rogers [1962] is a typical classification. This process, diagrammed in

Figure 2.1, is applicable both to durable and non-durable products, but
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Figure 3.1
The Individual Adoption Process

Awareness

Interest

Evaluation

:

Trial

Adoption

Source: Rogers, 1962
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for durable goods, stages 4 and 5 are collapsed, there being no

distinction between trial and adoption. The characteristics of the five

stages give insight into the adoption process.

The Awareness Stane

In this initial stage the pctential adopter learns of the existence
of the new technology but possesses little information about it.
Awareness may result either from purposive seeking of informztion by the
potential adopter who has a need for the benefits of a new product ér
technology, or, as most researchers believe, frorm the individual coriing

into random contact with information about the new technology.

The Interest Staqe

Here, the potential adopter develops interest in the innovation and

actively seexs information about it. His personal values cormbined with 1

\

social norms will play a part in determining where he seeks information
and how he uses this information. The same is true for the organization,
where one or more individuals develop an interest in an innovation and
then begin to search for information.

The Evaluation Stage

ilhen the potential adopter enters the evaluation stage he has
collect~d enough information about the innovation to come to a decision.
He cons%ders all information that is‘important to him, weighs the
advantages and disadvantages of the innovation and makes his decision to
adopt or not to adopt. At this stage the advice of peers is sought while
the impact of mass communications, important in the awareness and
interest stages, becomes secondary.

The organization, unlike the individual, usually has a formalized set

of evaluation criteria on which to judge new product adoption, especially
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for capital expenditures. Certain minimum requirements, for payback or
warranty period, e.g., are uged to screen out unacceptable products or
projects. Evaluation for organizations is most often undertaken by a
combination of individuals.

The Trial and Adoption Stages

For durable products the trial and adoption stages are synonorious.
The potential adopter purchases the innovation and uses it. He forms
either a favorable or unfavorable impression of the innovation. In the
organization, the person who decides to adopt or reject the innovation
may or may not be the person who searches for information or the one who
makes the in-depth evaluations. Several individuals may combine their
Jjudoments in different ways in the final decision process.

Roger's model is not entirely satisfactory because it assumes that
all potential adopters will eventually adopt an innovation and also
neglects to include a post-adoption stage in which an inrovater nay
participate in promoting or alternativély, criticizing, the innovation.
In a revised, but non-operational model, Rogers takes account of these
nhenomena.

In the case of photovoltaics, the residential homeowrer is an
individual adopter. Lilien and Johnston [1920], however, in an analysis
of active solar heating and cooling studies, sujgest that the residential
new home-buyer, because of interactions with builders, architects, and
HVAC contractors in the decision to aQOpt solar, is involved more in an
organizational-type than an individual adoption process, although more of
an individual-type purchase occurs for retrofit installations. Thus, the
nore formalized evaluation procedures of builders and contractors will

becone part of the evaluation process when PV is the innovation
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considerec.

Diffusion theory focuses on“the Tast stage»of the nodel, the adopticn
stage. Nevertheless, an understanding of how people move through the
successive stages of the adoption process is needed to model innovation
diffusion over time. To understand how people move through the process
it is necessary to understand consumer behavior and the concept of
consuner innovativeness.

2.2 The Consumer Innovativeness :lodel

nogers and Shoenaker [1571] have defined consumer innovativeness as
"the degrce to which an individual is relatively earlier in adopting an
innovation than other members of his system." They have gquantifiec this
concept by categorizing all indivicuals in five groups according to eacn
individual's degree of innovativeness. Figure 2.2 shows Roger's
categorization scheme, based on a normal distribution, with the
proport ion of individuals in each category appearing in each section of
the curve. Marleters in general have chosen to accept loger's categories
as useful but have not endorsed the absolute categorical proportions. In
fact, much research has been conducted in trying to determine the size of
the innovator category for cdifferent products: innovators are considered
the key to many new products' successes.

- Early adopters enter the market after sgeing the product is
performing acceptably. "Early majority" bujers then follow, again
waitinc to see how the product performs. If the innovation proves itself
among “early majority" people then the product has a good chance of
success. A period of strong demand then ensues generated by the "middle
majority." Demand tapers off and finally the "laggards" purchase [Ryan,

1977]. There will of course always be a group of non-adopters. Plotting
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Figure 3.2

Roger's Adopter Categorization Scheme

Early Majori te Majority

Early Adopten Laggards

Source: [23]

Figure 3.3

The Time Path of Diffusion

Cumulative Sales

time
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cunulative sales of the inncvation against time, the diffusion process
Just described takes the S-shape shown in Figure 2.3. Researchers have
studied many mathematical functions with the S-shape property in an
effort to forecast sales over time. Results are far from perfect.
Generally, there is little prospect of knowing beforehand the relative
sizes of the buyer categories.

Although the evidence is far from conclusive, individual inncvators
tend to be cosmopolitan, read more and travel more [Ryan, 1977]. It is
thought that innovators seek new products with a "new, first, original,
futuristic, distinctively different" image [itidgley, 1977]. Laggards on
the other hand seem to be risk averse, willing to accept only proven
nroducts.

The consuner innovativeness model is too simplistic. It places
people into five buyer categories irrespective of the product innovation
in mind. Furthernore, it categorizes individuals based primarily on
their degree of risk aversion to something new, disregarding other
potentially important factors which must be considered in the ev§1uation
stage of the adoption process model. In spite of these faults, ihe
consumer innovativeness model does emphasize two important points that
rmust be considered in a market penetration model: (1) many individual
consumers wait to see how well a product performs before making a
decision to adopt, and (2) there is an underlying distribution of how
many other consumers must find the product satisfactory before a given

consumer will consider adoption. For innovators, the number of previous

purchases is small; for laggards it is very high.

2.3 Factors which Influence the Rate of Diffusion

The rapidity with which a new technology diffuses into the
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marketplace depends on how the innovation is perceived at the individual
or nicro level. The individual, in his decision to adopt or reject a new
technology, weighs the benefits and drawbacks of the innovation within a
framework of personal and social structure values [Bernhardt, 1972].
Product, personal and social characteristics blend together to influence
a potential adopter's overall perception of the innovation. This
nerception may be distorted either by the manner in which the individual
nerceives the innovation or by ineffective or misleading communication
from those marketing the new technology. From é marketer's standpoint,
effective communication of those product attributes that satisfy both
individual and social needs is key to improving product perceptions with
the resultant increase of an individual's probability of adoption.

Unfortunately, the determinants of adoption are not standard across
new technologies. ‘!levertheless, Zaltman and Stiff [1973], in an analysis
of Fliegel and Kivl}n's work [1566], categorize a set of common issues or
factors that influence the rate of adoption, and, therefore, the rate of
diffusion. The list is not exhaustive, nor does each factor listed
nertain to all new technological innovations. They point out, moreover,
that each innovation may exhibit unique characteristics that also
significantly affect diffusion rates. Such appears to be the case with
photovoltaics. After presenting a categorization of factors common
across most new technologies, we discuss some unique factors affecting
the rate of diffusion of photovoltaics.

2.3.1 Cormon Diffusion Tactors

The factors that affect the rate with which potential adopters iiove

through the adoption process are different for each stage.

Mareness: Awareness is created by mass cormunications such as
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advertising and public relations. For the later adopting segments,
observation of innovation usage and word of mouth are important conveyors

of awareness. The individual tendency to expose oneself only to those
mass comunications that reinforce one's opinions, and to ignore those
one does not agree with is an important effect which limits awareness,
(This process is called selective exposure.)

Interest: 1In the interest stage the individual collects information. If
information is readily available from many sources, he moves through this
stage quickly. If information is sparse, of the wrong kind or difficult
to access, then movement through the interest stage is slow.

Evaluation: In the evaluation stage, the consuner weighs the relative
advantages of the innovation with those of a]ternatives. The potential
adopter decides on the relevant criteria along which to evaluate the
innovation, the criteria chosen specific to the purpose of the product
and the needs of the potential adopter. Several criteria are commonly
used in evaluating an innovation. These include:

1. Financial criteria: These criteria may be grouped in two

categories--costs and returns. Costs may be further broken down into
initial and continuing costs. Fliegel and Kivlin [1966] in a study of
farm practices, found that while continuing costs have a negative partial
correlation with the adoption rate, initial costs have a positive partial
correlation. Zaltman and Stiff hypothesize that the unexpected positive
correlation may be explained by a cost-quality relationship in which
innovations of high initial cost are perceived as high-quality products.
They state that these higher-priced innovations will primarily be durable
goods that are purchased infrequently. Apparently, the perceived extra

quality more than compensates for the extra cost. It seems likely,
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however, that durable goods are also prone to incurring higher continuihg
costs than nondurable goods, so it is not clear whether durability will
have an overall nositive or negative effect on the rate of adoption.
There is no basis for generalizing these results from the ayricultural
sector to the residential, industrial, and other sectors, although it is
inportant to recognize both initial and continuing costs in studying
diffusion.

The concept of return in some ways captures the cost dinension since
it can be used to deternmine when costs are recovered. Return is a loose
term used to describe both payback and return on investment. Financial
return can be, and is, measured by many different methods, among then net
present value, discounted payback and simple payback. In industry, many
companies use several return criteria to evaluate a product. lost
individuals rely more on simpler concepts, like siuple payback. Short
paybacks and large returns on investment will speed up adontion.

2. Social criteria: Again, there are costs and returns. Social costs

inhibit the adoption rate by keeping potential adopters from purchasing
for fear of social ridicule. It seems that social costs borne by a
potential adopter are partially determined by social position.
High-stétus individuals and marginal members of yroups may find
themselves the least penalized for adopting, the former because they can
afford to be innovative and will suffer little if wrong, and the latter
because they have nothing to lose and everything to gain.

Social returns were found to be small in the Fliegel and Kivlin farn
study although this may not follow in general.
3. ZIfficiency: A potential adopter evaluates an innovation in terms of

its efficiency, that is, how much time the innovation saves and how ruch
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discomfort it can alleviate. These can be important evaluation
dinensions for innovations dealing with household operation and

maintenance.

4. Risk: The risk of an innovation is measured by the innovation's
perceived regularity of reward and its divisibility for trial. An
innovation that can be trial sampled on a small scale is. inherantly less
risky than one that cannot be trial sampled. The less divisible for
trial, the lower an innovation's adoption rate.

The perceived regularity of reward is positively correlated with an
innovation's adoption rate. If the reliability of an innovation is poor,
then the regularity of reward will be perceived as erratic, uncertainty
will be high and the adoption rate will suffer.

5. Comrunicahility: Cormunicability deals with the ability to

effectively convey perceptions to potential adopters. The more complex
the innovation, the more difficult it is to convey those perceptions that
will positively affect the rate of adoptiorn.

6. Compatibility: If the innovation is not compatible with existing

systems, and requires significant adjustments on the part of a potenticl
adopter, then the speed of diffusion will be slowed.

7. Perceived Relative Advantage: The unique attributes of an innovation

that are not possessed by the traditional alternatives are key influences
on the rate of adoption. The more important these attributes to the
potential adopter, the more rapid the rate of adoption. If these
attributes are especially visible, perhaps even deronstrable, then the
innovation is more likely to diffuse quickly.

2.3.2 Diffusion Factors Unique to Photovoltaics

Photovoltaics is a complex technology. The installation of a PV
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array requires competent and trained workmen, It is improbable that, in
the first years of PV diffusion, workmen skilled in PV installation
techniques will be available everywhere to service anyone who wants a PV
array. The diffusion of PV will therefore be slowed by distribution and
service factors. Also contributing to diffusion problems will be
transportation limitations of shipping PV arrays from jeographically
separated manufacturers to potential adopters.

If comments about the esthetics of active solar systems are
applicable to photovoltaics, then diffusion will be hampered in the
residential sector by individuals who think PV is unattractive. Jerome
Scott [1976], in a study of homeowner attitudes toward active solar
systems, found that on average, an individual would be willing to pay up
tn $2000 more to have a collector installed on the tack instead of the
front of his house.

Finally, the rate of PY diffusion will vary markedly between the new
and retrofit markets (mainly residential). Since new howmes can be
constructed with a south-facing roof, new homeowners are iore likely
potential adopters than existing homeowner-retrofit customers, whdse
roofs often do not face due south. Furthermore, it should te easier for
“a new homeowner to incorporate the cost of the PV installation in his
Tong-term mortgage than it would be for a retrofit installer to obtain

favorable financing.

3.0 ‘'fodeling Approaches in the Solar Energy Area
As Section 3 showed, the factors affecting the rate of diffusion are
both varied and complex. Mo diffusion model exists that captures all

relevant diffusion phenomena. Still, even an incomplete model can
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provide insight into how a product will diffuse, and for some of the
sinpler diffusion problems, reliable analyses of market penetration can

sometimes be produced. The completeness of a model will determine how
useful the model can be to the user. To build a “good" model, the
modeler rnust strike a balance between theory, data and the intended use
of the nodel.

This chapter reviews four major solar diffusion models, ending each
review with a discussion of model problems. The model reviews are nade
in the context of how well the models represent the diffusion phenomena
described in the previous chapter. Evaluation of the models occurs at
several levels,

3.1 Criteria for Evaluation

Lilien [1975] suggests that models should assume different levels of
complexity depending upon the use as well as the user. For example, a
model aimed at sales forecasting for the purposes of inventory control
may be adequate for the operations department, but useless for the
advertising department, interested in advertising evaluation.

Little [1970] discusses some criteria for evaluating models. To be
useful, he suggests a nodel should be:

0 simple--understandable to the user

0 robust--absurd answers being difficult to obtain

0 easy to control--amenable to manipulations that provide easy

analysis of model sensitivity

0  adaptive--capable of being updated as more data become aQailable

o complete--including all the most important variables

0 easy to communicate with,

A1l the models we will review here make explicit or implicit
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trade-of fs in these criteria. It will be shown that other solar
diffusion models have not incorporated sound diffusion principles and are
in this sense incomplete. Yet, a complete model, one that incorporates
all important diffusion phenomena and is as "true" as possible, may not
be capable of being tested or used: the data required to estimate its
parameters may be either unavailable or difficult to generate. Clearly,
as we move to more complete models, we will have more data, estimation
and interpretation problems.

We now review four solar penetration models. These nodels are the
Arthur D. Little (ADL) SHAC?3 model [1377], the MITRE Corporation's SPUIR
rmodel [1977], the Enerqgy and Invironmental Analysis (ZEA) .IOPPS model
[1977] and a model by Stanford Research Institute (SRI) [1578].

3.2 Evaluation of Solar Penetration !lodels

The nodels reviewed in this section deal with different aspects of
alternative energy technologies. For instance, the ADL riodel only
addresses the market penetration of solar heating and cooling
technologies while EZA's model deals with solar as well as with non-solar
energy technologies. Ilevertheless, the same diffusion phenonena should,
in general, be applicable to most of the new, durable alternative energy
technologies.

Schiffel et al. [1977] point out that each of the four penetration
models here reviewed has six basic components. Figure 3.1 illustrates
the relationships of these six components. The following is an
abbreviated summary of Schiffel's description of the six phases of the
penetration models.

1. Phase 1: 1In Phase 1 the relevant market is divided into ;jeographic

regions usually on the basis of insolation and climatic conditions. The
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Figure 4.1

Basic Components of Most Solar Energy Market Penetration Models
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narket is then segrejated into a number of building types with different
characteristics that mignt influence eventual -adoption. The four wodels
reviewed all deal with building characteristics. ilext, the types of
energy technologies considered by a model are classified. These
technologies include solar hot water, solar heating, wind and any nore.
iie SRI model considers over 29 solar technologies.
2. Phase 2: Data are collected in Phase 2 and a means for projecting
changes and future levels of data variables is devisec. The data are
collected by geographic region for such variables as insolation, fuel
costs, marxet sizes and growth rates.
3. Phase 3: In this phase, an idealized average installation size is
calculated by region. An estimate is made of the percentage of the
annual energy load tinat could be supplied by the solar system.
4, Phase 4: Projections of future fuel prices, population growth rates,
solar technology prices and enerqgy usage are made. Comparison
evaluations are then made between conventional and solar energy sources.
5. Phase 5: An exogenously defined market penetration curve is
specified. This curve takes the familiar S-shape. The curve uses
parameters based on the economic comparison evaluations of Piase & to
rnodel diffusion. The purpose of the penetration curves is to show how
potential adopters react to the relative econonics of solar versus
conventional energy.
€. Phase G: 3ales of the solar technology are calculated. The models
then recycyle back to Phase 1 for another year in the forecast.
A11 models reviewed below have this basic structure.

3.2.1 The AJL SHACOB !lodel

The SHACO3 nodel is used to evaluate the effect of federal solar
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incentive programs on the growth of solar hot water, space heating an¢
space heating and cooling systems in the resiaential aﬁd commercial
sectors. The model takes federal incentives as input to caiéulate total
collectors sold, the percentage of the market penetratéd éhd the cost to
governient of the incentive programs.

The basic unit of analysis of the SH.\COC model is a geographic region
broken down both by market and building type and new or retrofit
application. SHACO3 differentiates 10 building types. MHarket
penetration is calculated for each solar technology for each unit of
analysis and is aggregated to provide estimates of annual solar
nenetration by rejion. Penetration is estimated in a thrée-step process:

1) Cost of the solar system is retrieved from SHACOB data base

2) Payback period is calculated

2)  An exogenously defined function with an S-curve shape’uses the

payhac: period as a parameter. !arket sales are read off the
curve,

To account for non-financial factors that can influence the rate of
diffusion, SHACOB uses a weight (called UTIL) between -1 and 1 to modify
the payback up or down. Positive UTIL's accelerate diffusion while
negative UTIL's slow diffusion down. The determination of the UTIL value
is arbitrary.

SHACOB incorporétes learning curve cost declines at both the national
and regional level in its determination of solar system prices.
Furthermore, as cumulative production increases, potential adOpiers'
likelihood of purchase is assumed to increase, the result of an
hypothesized greater acceptance of solar as a reliable alternative energy

source.



IvV-20

Problems with SHAC03: The ADL model has three major problems. First,
the use of an arbitrarfly defiqed S-curve function imposes preconceived
notions of how diffusion of the solar technology will play out over time;
the possible paths that diffusion can take are limited by the modeler's
choice of an S-curve function. Second, the use of the UTIL weight is
arbitrary and there is no empirical correspondence between the size of
the UTIL weight and the positive or negative influences of many factors
that can affect the diffusion rate. Third, although it seems reasonable
that the likelihood of purchase will increase over time as cumulative
sales increase, there is no‘empirical justification for how SHACO3
determines just how large the increase should be.

3.2.2 The MITRE SPURR 'lodel

SPURR is a simulation model that uses a database of energy costs,
engineering costs and data for different possible future econonic
scenarios to assess the impact of fuel costs, eneryy demand and
governnent incentive programs on market acceptance of solar energy
products. The nodel forecasts penetration for three major sectors:

1)  buildings (hot water, heating and cooling)

2)  process heat (agricultural and industrial)

3)  utility.

e focus on sector 1 here. The buildings component is divided into nine
building types for new and retrofit systems. Ilarket potential is
determined by buildinj type, within 15 specified regions and for several
electricity-using conventional systems.

Market penetration is calculated using an arbitrary hyperbolic
tangent function that produces an S-curve shape. The function has

several paranmeters, arong them a "figure of merit® (FO!i) which s an
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index of the relative competitiveness of the new technology. For one and
two family residedces, FO!t is a function of initial cost and annual
savings but for other building types the functional forn changes.
SPYR incorporates learning curve cost declines in its cost
formulation of the solar product.

Problems with SPU?R: In using an exogenously-defined S-curve function,

SPURR has the same problem as SHACOS. There is no attempt to calibrate
the SPURR model with empirical results from the field, which means that
the diffusion path predicted by SPURR is an artifact of the S-curve
function chosen by the modeler.

3.2.3 The ZEA 1OPPS Model

The !HOPPS Model is comprehensive, and examinas the potential of all
new energy technologies in the industrial sector. The model attempts to
match energy technologies to appropriate markets. It does this by
segmenting the industrial sector by two-digit SIC codes and then further
segrienting by service sectors. The result is over 2000 industrial market
segments. ['OPPS measures characteristics of each of these segmeﬁts and
attempts to match them with one of the new technologies.

Having thus defined the market, MOPPS describes new technolojies
(descriptions provided by ERDA) in terms of optimum plant size, initial
costs, operating costs and data of commercial availability. Technologies
that fit in with more than one service sector are described separately
for each sector. The idea is to match the needs of a sector with the
assets of one of the new technologies.

Next, market penetration is calculated. New technology sales are
found in a three-step process:

1) First, the proportion of the market in a given segment that
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finds a technology cheaper than other technologies is
determined. This value is known as the "nominal market share."

2) Second, a penetration percentage of the total market is found
using an-S-curve function, with relative rate of return between
old and new technologies and historical innovativeness providing
the S-curve parameters. The penetration percentage is
multiplied by the "nominal market share" to obtain an effective
penetration rate.

3) Third, using estimates of industry growth rates, the potential
market size is projected by multiplying the effective
penetration rate by the potential market. Total penetration is
found by aggrejation over each segment over each technology.

Problems with [10PPS: The model assumes that financial aspects are the

only relevant factors influencing diffusion. -The absence of a risk
factor in the specification of 'OPPS undermines its validity. And,
again, the use of an exogenous S-curve function to describe diffusion is

suspect,

3.2.4 The S21 llodel

The SRI model forecasts solar market penetration for every five-year
neriod from 1575-2020. It provides analyses of seven solar energy
technologies in nine regions. ilodel analysis considers three
supply/demand scenarios:

1) Tow solar price

2)  high electrification, high-demand

3)  high non-solar price.

To develop market penetration results, SRI estimates base case anergy

demand and price for 25 end-use markets using a basic scenario from the

o
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SRI' National Energy Hodel. The end-use mariets considered are those
where solar technololgies are competitive (e.g., water heating, space

heating). Over 20 different generic solar systéms are looked at
(including 3 photovoltaic systems). Cost estimates are de&eIoped for
each solar design.

Economically viable solar technologies are compared with conventional
energy sources in the residential/commercial, industrial and utility
sectors. ilarket penetration estiuates for each viable solar technoloyy
are determined by the relative prices of solar and conventional energy
sources as well as by a "gamma paraneter.” The "garna parareter" is &
value intended to measure a wide range of diffusion rate influencers such
as price variations, resistance to change and consumer preferences.

Gamma is used to parameterize an S-curve function which is in part
specified by a behavioral lag. To specify the behavioral Tag function
the user subjectively estimates a date by which time it is felt that 50
percent of the market will respond to the introducton of the new
technology. Once gamma and the behavioral laj are known the diffusion
path assumes a fixed form,

Problens with the SRI Model: The use of the gamma paraneter as an index

for all non-financial diffusion factors has no theoretical basis. The
relative importance of the different factors that go into gamma can only
be guessed at. The behavioral lag function is also subjectively
deternmined, but it does not mix several unrelated diffusion phenomena as
does the gamaa parameter. As with the other models it uses an arbitrary,
exogenous ly-def ined S-curve function to model penetration.

3.3 Conclusions

Models of solar market penetration have, in the past, 1ﬁidequately
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addressed diffusion principles. By rélying on overly simplified,
representations of diffusion phenomena, these models have failed to
capture many of the important phenomena described in Section 3. The
1OPPS Model incorporates financial aspects of a new solar technolojy but
nothing else. Issues such as lavel of awareness, distribution, technical
risk and esthetics are not considered. It is apparent that the 1IPPS
riodel suffers from incompleteness.

The most serious problem with the penentration models reviewed is the
exogeneous specification of an S-curve for diffusion. This approach sets
4iffusion paths arbitrarily by specific functional forms that may bear
little relation to reality. Furthermore, the parameters used to
calibrate the S-curve are often meaningless mixtures qf different
diffusion factors. HNeither are these parameters tied to empirical data;
instead they are subjectively developned.

It appears, then, that a viable approach for PV is (a) to try to
incornporate diffusion phenomena specifically in a model, (b) let the
diffusinn process dictate the diffusion path over time and (c) relate

mo1el parameters to 4ata. This approach is developed next.

4.0 The Structufe of the PVl !odel

The \primary weakness of previous market penetration models for solar
energy systems has been their failure to incorporate sound diffusion
principles. By using exogenously-defined arbitrary S-curve functions to
predict the time path of market penetration, these models capture only
their modelers' pre-conceived notions of what the time path of sales
should Yook 1ike. ‘larren [1979], in a review of the most widely known

solar energy market penetration models (MITRE (1977), SRI International
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(1678), Arthur D. Little (1977), “idwest Research Institute (1977), and
Energy and Environmental Analysis (1978)), concludes that ... solar
energy market penetration models are not science, but number mysticisn.
Their primary defect is their penetration analyses which are grounded on
only a very simple behavioral theory." ‘larren contends that a good
market penetration model must begin with an adequate model of consumer
adoption behavior.

The PV1 model is an attempt at explicitly modeling the consumer
adoption process in the context of a market penetration model. A second
difference of of the PVl model from other penetration models is that it
has an empirical base: the PV1 model relies on a large data base of
demographic and hehavioral information. PV1 links a consumer adoption
process moiel with a data base, thereby erecting a model structure built
on diffusion concepts that are independent ;f an externally specified
functional form.

PVl is a model written in the PL/1 programming languaje that
forecasts market penetration of photovoltaics over time. It is an
interactive model, allowiny a user to specify technological information
about photovoltaics, and to allocate funds to government policy options,
as input. In turn, PV1 provides forecasts of costs of photovoltaic
cells, sales of photovoltaic systems in peak kilowatts and total
government program costs. The usefulness of the PVl model is that it
gives a user the ability to simulate a range of government policy
options. Comparison of resulting PVl model forecasts affords a basis for
evaluation of the effects of various policies on diffusion. The
evaluation of these effects can give government policy makers a clearer

picture of the diffusion process and a better feel for deploying
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governnent funds in ways which will most stimulate market penetration.
This section describes and motivates the evolution and developnent of
the PV1 model. The structure of the model is then justified
theoretically and empirically. As hackground for the nodel development
we first define the major government policy options available in the
ational Photovoltaic Projgram.

4.1 Government Policy Variables

There are five classes of policy variables that the government is
most concerned about in thé photovoltaic area: subsidy, technology
d1evelopment (TD), market -evelopment (D), advanced research and
development (ARID), and advertising (ADV). A1l five affect both the cost
and acceptability of PV in the private sector. Subsidy is the only
nolicy ontion funded through channels other than the $1.5 billion
available to the ilational Photovoltaic Progranm.

Subsidies: As modeled in PV1, government subsidy policy consists of
estahlishing a subsidy rate which is the fraction of the PV system cost
that the government will bear. The amount the jovernment subsidizes an
individual installation is assumed to be limited Yy a subsidy ceiling.
Subsidies directly reduce the cost of a PV system, thereby shortening the
payback period for a purchaser.

“Yarket Development ('1D): 'Market development is jovernment spendirg

allocated to the purchase and (usually) subsequent installation of PV
systens at selected demonstration sites. 10 purchases act to accalerate
the market penetration of PY by demonstrating PY as a successful energy
alternative. In addition, .12 purchases have two major impacts on costs:
government purchases (in addition to private sector purchases) lead to

graater production quantities and, hence, to lTower balance of system
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(80S) or non-module costs; ‘1D spending also supports the marketplace for
arrays, and the greater that spending the more efficient the production
facility and the lower the array cost. This latter impact can be
substantial for the high volume production required of current silicon
technology. dith advanced silicon technology, however, JPL analyses
(1980) suggest that plants will most 1ikely be built at economic size, so
MD spending will not affect array price once advanced silicon technoloyy
comes on line.

Advertising (ADV): The government allocates funds to advertising--

information dissemination--in order to increase awareness of PV within
the potential market. Government advertising will concentrate on

promoting PV as an alternative source of electricity. A second, costless

component of advertising is the advertising. value of a visible
governaent-supported PY installation.

Technology Development (TD): Technology development spendina is money

earmarked for development of production processes that can meet PV
program goals. By effecting early reductions in PV module costs, TJ
spending can shorten the time until PV program goals are met. The
reduction in module prices is projectéd to occur in at least three
stages. The current stage is called the "intermediate" techﬁology staje,
a stage when module costs are still quite high. As TD noney is spent,
module costs are reduced until no further reductions are possible without
a technology change. PV is currently entering a second stage, from whicn
the rate of decline in costs can largely be influenced only by advanced
research and development spending.

Advanced Research and Develonment (ARND): Money allocated to AR'ID is

directed to those research endeavors with potential for breakthroughs in
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technology, perhaps of a non-silicon variety, and which are expected to
have significant, lony-term cost reduction capabilities. Greater

spending in ARND is assumed to shorten the time to development of a
breakthrough technolngy. Thus, ARND spending acts to shorten staje two
of the module cost technology, thereby hastening the arrival of staye
three and the breakthrough technology. DOE has set a module cost goal of
$.79 per neak watt by 1986 for a breakthrough technology.

1.2 verview of the PV1 ‘lodel Structure

Figure 4,1 descrihes the hasic conceptual structure of the PV1
model. The PV1 user first specifies an Input Model which defines
technological information about PV as well as government policy actions.
In addition, the user specifies the number of years for which the model
is to forecast PV sales. In each year of the forecast, PVl calculates a
market potential for PV as shown in the 'larket Potential box. PVl takes
this market potential and reduces it in the .arket Acceptance Rate box by
streening out potential adopters who find the PV product unacceptable.
Sovernment actions, defined by user inputs, such as price subsidies and
market development spending, make PV more acceptable in the marzet by
1) lowering the price to the user, 2) making consumers more aware of PV
and 3) instilling confidence in PV as a technically and financially
viahle energy technology. Jnce the fraction of the total market wno find
PV acceptable is calculated, PVl applies an exoyenously defined
probability of purchase (given that the product is found acceptable) to
arrive at a final purchase rate in the OQutput box. PV sales feed back
into the calculation of market potential in the following year of the
forecast.

The ‘larket Acceptance Rate box houses PV1's nodel of the photovoltaic
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Figure 5.1
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adoption process. In this box, potantial photovoltaic adopters advance
through the awareness, interest and evaluation stages discussed in
Section 3. The modeling of the awareness stage is discussed in detail in
Section 4.3c. Briefly, the awareness of potential adopters is assumed to
he affected by advertising and market development installations. In each
year of the PVl forecast, some fraction of the market potential will be
made aware of PV. The unaware fraction is screened out at the awareness
stage of the adoption process. Those who are made aware proceed to the
interest staje. \

PV1 handles interest by assuming that information about photovoltaics
is accessible to potential adopters, and therefore presents no barrier to
adoption. Consequently, PVl allows all who pass the awareness staje
41irectly into the evaluation stage.

The evaluation stage is the heart of the PVl model structure. In
this state of the adoption process potential adopters judge PV by
coanaring it to their current source of electricity, almost always a
utility. They make comparisons along a number of dimensions, particuarly
financial and risk attributes. Each dimension represents a stumbling
block to final acceptance of the PV product. For a potential adopter to
accept PV, he must find PV acceptable on each dimension. (The relevant
dimensions are discussed in 4.3d.) PV1 nodels this process using a
sequential ordering of market screens, one For each relevant dimension.
At each market screen PVl calculates the fraction of the remaining market
potential which still finds PV acceptable. rigure 4.2 illustrates the
procedure.

As mentioned earlier, the PVl model is intimately bound to a large

data base. This data base contains information necessary to perform many
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Figure 5.2 - PYi Model Structure
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of the calculations in the ma;ket screen phase of the PVl model. These
information requirements impose one last structural constraint on PVl, a
constraint which necessitates the %ragmeptaton of the market potential
calculation into a large number of smaller market potentials. These
“ecore the hasic units of analysis for the PV1 model. Each is the narket
potential of a sector :iithin a region, or a sector-region, )
Qperationally, these terms are defined as follows:
Region: A region refers to a utility district when that rejion is

(a) contiguous and

(b) within the boundaries of a single state
Thus, PV1 treats a utility district that provides power in two
non-contiguous areas as two regions. E

Sectors: The tern sectors refers to functionally different PV usage

groups that, because of differences in methods of

nroduction and installatinn of PY arrays, see different

financial costs associated with PV. The six sectors

explicitly included in the PV1 model structure are

residential, commercial, industrial, agricultural,

Jovernment/institutional and central power.
larket potential must be calculated at a regional level because local
nhanonena such as insolation and marginal electricity rates are required
for the market screen calculations, calculations which directly influence
the relative acceptability of PV. The PVl rejional data base supplies
the information needed for these important calculations. PVl treats the
non-contiguous areas of a'utility district as separate regions to account "

for possible differences in insolation values and to limit the effects of

goverment aarket development installations between non-contiguous
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regions when they are sepirated by a suhstantial distance.

Referring once agaih to Figure 4.1, PVl iterates through the.diagram
for each utility region within each sector for each year of the model
forecasts. A1l major retail utilities in the United States (except
Alaska) are included in the data base on which PVl operates.

4.3 The PV]1 Database

Infornation on 465 private, public and cooperative utility regions is
stored in the PVl data hase. This information is’broken down
sectorally. Included in this data base is information on number of
customers, average annual electricity usage, marginal electricity rates,
pooulation growth rates and insolation for each sector within each
region. In forecasting annual market senetration, PVl sequentially

calculates PV sales in each of the 2812 sector-regions (6 sectors x 4&9

regions).

The PV1 data base contains only baseline values. For instance, the
“number of customers” values are 1978 figures. Clearly these figures
chanje over the duration of PV1 forecast periods. PV1 adjusts these
numbers by applying a population growth rate to them for each yeé% of the
forecast period. The population growth rate recorded for a sector-rejion
is an eight year average (1971-1978) of the total population growth rate
for the state in which the utility region is located. It is recognizez
that growth rates should vary both regionally within a state as well as
sectorally, and more accurate growth rate figures will be accessible oncé
1980 Census figures become available.

4.4 Justification of the PV1 Model Structure

The logic of the PVl model begins with the total potential market in

each sector within each region and reduces this market through market
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screens to derive a value for market penetration. The primary output of

the nodel is a projection of the annual sales in peak kilowatts of

installed PV by sector, aggregated over regions. The overall aodel logic
for the calculation of PV sales is surmmarized in Figure 4.2.

1.4a Market Potential

The annual PV narket potential in each sector-region is derived from
the "numher of customers” value stored in the PVl data base. 'Ysing a
sectorally dJetermined averaje PV installation size, ia square neters of
array, PVl converts the number of customers into a market potential in
peak kilowatts. For the cormercial, industrial, ajricultural and
jovernnent/institutional sectors, PVl'assumes that the average size of a
PV installation is 30J square meters. The selection of thiskva1ue is
sonewhat arbitrary, and was chosen as a best estimate of the ne2ds of an
average non-residential building or fam. As 2Vl is developed, the
average installation size will be modeled to more accurately reflect
electricity needs in these sectors.

There are two underlying assumptions in the computation of averaje
size in the residential sector. First, the total cost of electric energy
for a PV user will be the user's cost of electricity before installing
PV, plus the annua]jzed cost of owning a PV system, minus the savings
derived from hoth the reduced usage of utility energy and the siavinjs
derived from selling back any excess power produced by the PV unit.
Second, it is assumed that the average residential PV user will purchase
the PV array size that minimizes the cost of electric energy on an annual
basis.

The average size of a residential PV installation is estimated by

Lilien and 'lulfe [1929] as:
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where:
AlJ = average annual electricty use, in K{h/yr
R = cost nf utility generated electricity in $/XIh
QS/Rp = price 9f.se11-hack electricity as a fraction of purchase
electricity
h = regression constant = .1224
vC = variable systen costs, S/m2
rRF = capital recovery factor = .117%
1 = insolation, KJh/mzyr
n = system eofficiency
Z = syster maintenance costs (annual fraction)
wq = average size, mz

For the central power sector, it is assumed that a utility will only
purchase PY if it has a need for at least 25 4dp of ad”itional capacitv.
The average installation size for central power is arbitrarily set at 2%
Mip/n.

The need to put market potential in units of pea kilowatts sters
from the standard practice of pricing PV in dollars per peak izilowatt.
The conversinn of one squars meter of installation size into peak

kilowatts assures the form:

Kdi_ = n(mz) where n = system efficiency (4.2)
P (about .12) "

2

Thus an average industrial PV array of 300 m“ will produce

approximately 36 peak kilowatts. And the total market in a sector-region



in a jiven year is computed as:

v =
“Tsrt = Ysrt ¥ Vsrt (4.3)
where:
Kg ot = the notential market in peak kilowatts, in sector s,
“ region r, at time t
“srt = averaje PY installation size in mz, in sector s, region
r, at tine t
st = numher of potential customers in sector s, rejion r

at time t

It is assumed that all planned capacity increases for a utility
region (less whatever photovoltaics are installed by utility custoners)
nlus t"2 replacament of existing equipment, together represent the
notential market for photovoltaics in the central power sector.

Once market potential has bheen calculated, the fraction of the market
who find PV acceptahble is found hy successively reducing the market
potential thraugh a series of screens. The first screen encounterers in
PVl is the awarenecs screen.

£.AY The Awareness Screen

The potential market in a sector-region is first reduced at the
avareness staje of the adoption process. The PVl awareness screen
»1iminates potential buyers who are not aware of photovoltaics. The
fraction of the current market that is aware of PV in year t is the sum
of:

(3) the fraction of the market who were aware of PV in year t-1 and

who remember it; and

(h) *he fraction of the market who were not aware of PV in year t-1

hut who are informed of PV in year t.

Awareness of PV within the pntential market is a function of governnent
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advertising capaigns, measured in terms of effective advertising dollars
that the government spends annually. There are two sources of
"effective advertising dollars":

1)  Tirect advertising dollars which government spends on media 2n¢
information dissemination. In PVl, this kind of governmenf
snendiny is user specified as a fraction of M) spending.

?) Non-monetary advertising. A government purchased market
develoorent installation is assumed to have advertising value
for demonstrating that PV is viahble both technically and
economicallv. The advertising value of a demonstratior
jnstallation is set at $3000. Private PV installations also

have this value.

Thus:
S.'.
£AD . * 1 * ; *
EAD ADPER_ * D_ . + DELTA El CUISITES _* SI, (4.4)
where:
EA’)Srt = effective advertising dollars in sector s, region r
at tire t
ADPET., = fraction of MD spendnj in time t used for direct nedia
promotion
MDSrt = market development spending in sector s, region r
at time t
DELTA = effective advertisinj value of a visible PV
installation (in dollars). PVl uses a value of $3000
for DELTA.
SIks = the effective perceptual influence of sector k on

sector s. (This variable is described in 4.3c.)
Assuming that the potential market is made aware of PV only by *effective
advertising dollars”, the fraction of the market aware of PV in year t is

given by the following simple model of advertising awareness:
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Asrt = X FAgp gt (1=K Asrt-l) * (l'e-(EAD)B)
where:

Asrt = fraction of potential market aware in sector s, region r
at time t

K = 7enory constant. Of those who wers aware in time t-1,
K is the fraction who remember in time t. In the current
version of the model, K is set at .7°f.

3 = 11

ZAD = effective advertising dollars

The cnefficient B is estimated by assuming that one “alf of an average
regioral marvet is made aware of PV when total regional "eifective
1'‘vertising dollars" are $50,00).

“.4¢c The “larket Zvaluation Screens

The fraction of the potential market that successfully passes throuyh
the 3wareness screen next enters the evaluation staje of the adoption
process. PVl subjects the remairing market to four market evaluation
screens which further reduce the fraction of the market who find PV
accantahle. These screens deal with technical, warranty, systen life and
pay~ack acceptabilities. In a national study of Active Solar Heating and
Conling Products [1980] these screens were fouad to be the prinary
evaluation criteria used. The active solar systems studied are products
that share many technolngical an< economic attrihutes with PV. The
=ar¥zd similarities of these other solar products to PV suggested that
t=e sane evaluation criteria could he successfully applied to the PV
casa,

PV1 handles the lojic of the market screen evaluations as

denanstrated in the following example of the warranty screen.

[ 4
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Aarranty
The PV1 userrnay specify the warranty period (1) for PV in the ‘iocel
Inputs. Otherwise, the PVl default value is 12 months. First, PVl asks
the question, "Vhat fraction of potential adopters would find PV

unacceptahle if the warranty were less than (i) months The answer to
this question is provided by survey results used in generating a
distribution of the fraction of the market who find PV unacceptable for a
ranje of warranty period values. The distrihution is sector depaznient,
s0 a separate distribution is required for each of the six sectors. For
example, in the residential sector the percentajge who fini a 12 month
warranty *o he unacceptably short is 74 percent. This figure drops to 22
percent for a three-year warranty. The sane orocedure is taken for the
other three evaluation screens. The distributions of these
unacceptahilities are built into the PVl model. It is comoutationally
fortunate that these screening distributions for each sector were
epirically found to he independent of one another. This allows the PV1
market reduction algorithm to process the criteria sequentially rather
than jointlv: 1if, for instance, a potential market is evaluated at
1,000,000 neak kilowatts, and awareness is 36 percent, warranty
accentability is 2f percent, lifetime acceptability is 3 percent,
technical acceptability is 5 percent and payback acceptahility is also 5
percent then the total market of those who find PV acceptable is:

1,000,000 * .36 * .26 * .63 * ,05 * .05 = 147 peak kilowatts
System Life |

As with the warranty, the PVl user may specify the expected lifetine
(L) of the PV system in the Model Inputs. Default is 15 years. PV1 then

calculates the fraction of potential adopters who would find PV
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unacceptable if the expected system life were less than (L) years. .

Technical Acceptability

This screen assesses the innovativeness of potential adopters as well
as the purchase-risk proneness of potential adopters. For this screen
PV1 Adetermines the fraction of potential adopters who would find PV
unacceptahle if they had not seen at least (I) PV installations already
nperating successfully. An important inplicit assuimption here is that
all PY installations operate successfully: the PV1 model does not
account for negative vord-of-mouth effects from PV field failures. These
effects will he modeled in a future revision of PYl. (See Kalish and
Lilian, 1920, for preliminary vork on this protlem.)

The determination of the number of prior successful installatiors is
haniled ty modeling interaction effects.

Interactions: The six sector types have different influences on each *

other vhich we define as sectoral interaction effects. It is
hypnthesized that PV systems installed in one sector influence the
affective nunher of successful installations perceived by potential
adopters in other sectors. In addition, the distance of installations
from those potential adopters perceiving them should also influence the
nu~her of effective installations that are perceived. Thus, the
effective numher of installations perceived by potential adopters within
a jiven sector and region is equal to the number of installations within
that sector and region plus the effects of installations outside the
sector or region. This is computed as:

R S

1 kel "srt * Slks *RI . (4.6)

N=
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”srt = actual cumulative number of installations in sector s,

region r, at time t.
SIks = the effective perceptual influence of sector k on sector s

RI,. = the effective perceptual influence of region n on region r
EFFsrt = effective installations perceived in sector s, rejion r
at time t

Both in“luence coefficients vary between U and 1 anc¢ PVl assumes:

RI. =1 RI = RI__

and

SISs =1 SIks Sl

sk

The Aefault values of all other influence coefficients are J. The PVl
user is “ree to redefine the SI coefficients.

Values of RI are computed on the basis of a gravity type model, where
the interaction between two regions is inversely proportional to the

square of the distance (in miles) between them:

d2
.. J
Rlnr = minimun (E;?, 1) (4.7)
where:
d0 = distance at which interaction = 0.5
dnr = distance between regions n and r, in niles

The PV1 datahase stores distances of a region's ten closest
neighbors. Installations from these neighbors are used in calculating

EFF Influences from all other regions are regarded as negligible,

srt’
Payback

PV1 calculates a simple payback for each sector-region for every year
of the forecast period. The form of the payback calculation is:

system cost - subsidies

peyback = Gysave ¥ bbsave - WERCOST (4.0
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where:
pvsave = e?ectrici§¥ savinys (dollars) from usiny PV instead
of the utility
bhsave = money earned from selling excess PV electricity back to
the utility
mtncost = annual maintenance costs.

PV1 then determines the fraction of potential adopters who would findg
PV unaccentable if payhack were more than (y) vears.

An important assumption of the PVl model is that all non-utility PV
users install systems that are connected in parallel uith the utility
grid (that is, they use as much of their own PV power as they can, sell
the excess to the utility, and purchase back-up nower from the utility)
and 4o not use storage systems These are called "parallel" distributed
PV systens. Prices that are paid to the PV user for electricity sold to
the utility in PVl are consistent with rules set down by the Public
Jtility egulatorv Policy Act (P.L. 95-617, PURPA), Utilities are
exnectad to pay between 30 and 70 percent of a user's marginal

nlectricity rate for such electricty, in compliance with PURPA's “just
and reasonahle” rule. The variable “"bbsave" in PVl represents the
savinis to an average consumer from electricity sold back to the utility.

4.44 Market Distribution

The acceptance of PV as a viable alternative source of electricity is
not enoujh to quarantee purchase. It may be, for instance, that in the
early stages of marketing PV, manufacturers are simply unable to achieve
total geographic distribution. The obstacle to distribution lies not
with the shipment of PV equipment, but with the lack of competent local
contractors and service personnel. Few such individuals are likely to

emerge in small towns and rural areas. Limited distribution acts to
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screen out another fraction of potential adopters fron purchase. To
model- the distribution screen, a survey of contractors and
builder/developers in each utility rejion would be required. It woulg be
necessary to assess each contractor and builder/developer's probability
of learning PV installation techniques. For the current version (and
with sone reservation) PVl uses an average nationuide distributios
fraction and apnlies it to each utility region. At present this fraction
is set at .5 and is constant for the duration of PVl forecasts.

In an aggregate sense, (and PVl is an aggregate model), the use of
one overall distribution fraction fs not unreasonable, provided of course
that it is accurate. Although distribution will vary over utility
reqions, the aggrenate of all regional market penetrations for a given
year will be the same, using either the one averaje distribution fraction
or 4€6 ytility region-specific distribution fractions. Unfortunately, in
using the average fraction, the PVl model may incorrectly distribute
installations over regions. In so doing, region-specific technical
acceptability screen values (number of prior successful installations)
are altered. It is not clear how much bias this introduces into market
pen=tration forecasts. Furthermore, the distribution fraction should
realistically increase over time as acceptability increases among
contractors and builder/developers. In future revisions of ”V1 an
atterpt will bhe made to estimate with accuracy an initial distribution
fraction (.5 is only a best guess) and then to model the temporal
distribution and shift of this fraction.
4.4e Probability-of-Purchase

The final step n the calculation of PV sales requires determining

the fraction of the market who will buy, given they have passed through
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the previous awareness, evaluation and distribution screens. There is no
known survey or statistical method which can estimate ex ante the
probability-of-purchase with any reliable accuracy. Techniques commonly
oracticed for deriving a probability-of-purchase include measurement of
purchase intentions of a sample group of potential adopters. Researchers
7ererally anply some arbitrary factor to the purchase intantion responses
to arrive at an overall probability-of-purchase. Kalwani and Silk [1981]
report that "while positive associations between intentions and nsurchases
have generally been observed..., the strength of the relationship
uncovered in these analyses has not been viewed as sufficiently arked
and consistent to allay the bhasic concern ... [of] ... many in the
marketing research community."”

In the same paper Kalwani and Silk present further analyses of a
method developed by Morrison [1979] to evaluate *the quality of purchase
intention measnures, Part of the unreliability of estimating
prohability-of-purchase from purchase intentions is that purchase
intention responses are measured with error. Ilorrison's model provides a
framework for evaluating the effect of inaCCUfate responses.

The nrobability-of-purchase currently used in PVl is a best-guess
estimate of 10 percent, consistent with data on appliances given by
Juster [1966]. The need exists for a better estimate. In th= future, a
survey to neasure nurchase intention for PV will be conducted,
measurement error will be estimated using Morrison's nodel, and hopefully

an atequate probability-of-purchase will be obtained.

4,4f Market Penetration

‘larket penetration in a sector-region is calculated by multiplying

the fraction of the market who find PV acceptable by the distribution
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screen fraction and by the probability-of-purchase. Thus, in the example
of the warranty screen section, market penetration would de:

147 peak Kw * .5 * 1 = 7.4 peak Kw

PV sales are fed back into the succeeding year to adjust downi.ard that
_year's market potential estimate. In addition, PVl updates the database
values of acceptahilities for each evaluation screen, for each
sector-region, by subtracting out the fraction who have bought. For
example, if 10 percent of a given sector-region found a payback of 19
years or more acceptahle and u1t1ma§e1y 3 percent buy in that year, then
in the following vear only 7 percent of the market would find a payback
of 10 years or more acceptable. (This is modified somewhat for changes
in market potential due to growth, etc.)

One last aspact of the PV1 model is the incorporation of a market
expansion factor. If PV sales grow too quickly, such that expectea
production cannot keep pace with demand, then PVl 1inits annual sal=s by
pronortionally scaling ddwn sector-region sales until their sun equals
some allowable total sales maximum. The market expansion fictor is
modeled such that in the long run, PV sales cannot grow nore thaﬂ 30
percent annually and can at most double eight years into the model

-ast. Functionally,

market expansion factor = .3 + 1.7 * exp(-.11091 * t) (4.9)

Finally, a caveat for use of PVl model forecasts is in order. As
this section has demonstrated, PVl forecasts are based not only on a
number of measured quantities (for instance, the acceptability values)
but also on several unknown quantities like the probability-of-purchase.
Thus, the PV1 forecasts should not be studied in terms of absolute market

penetration numbers. Rather, the major usefulness of PVl is as a
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sansitivity tool, allowing a user to compare the likely diffusion of PV
under different market stimulation bo?icies.

2.43 Cost Reduction

The costs of a PV fnstal]ation figure prominentfy in sevaral PVl
calculations, most importantly in the calculations of government subsidy
costs and the nayhack screen. The diffusion rate, a function of the
payback screen, is thus sensitive to the cost of PV. Although costs
cannat be nerfectly foreseen into the future, PVl reguires a cost
reduction model that can give jood estimtes of PV costs through the next
decade. The reliability of PV1 output depends on the accuracy of this
cost reduction model. PV1 uses the cost reduction formulation descrived
helow - a foraulation designed to conform with methods sujgested by JPL
{19871,

A PV installation has two main components: the PV module itself, and
the halance of the system (30S). BJS consists of power conditioning
equipent, structures and indirect costs. Indirect costs are
contingencies, f2es and other costs not included elsewhere.

80S %ost Yeduction: 8IS costs are assumed to vary from year to year,

as a Iog-lineaf function of the total estimated annual sales rate.
Specifications are illustrated in Figure 4.3. Just as there is
interaction among sectors for the acceptability of the prior number of
successfui installations, the sales rate by which a sector's 30S costs
are computed is also influenced by the number of sales in other sectors.
In PV1, these sectoral influence coefficients can be user specified. The
default values are those of the "successes" influence matrix, the matrix
used in calculating effective successful installations for use in the

technical accentability screen.
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Figure 5.3

Price/Cost vs. Sales Rate
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“lodule Cost Reductions: The model for module cost reduction is rore

a function of the state of technology than are 375 costs, and is
tharafore more complex. It depends on gcvernment expenditures for
technology development and advanced research and developnent, and on
axpectations about government and private purchases of PV. liodule cost
wi11 also d2pend on the cost of silicon, the most probable future raw
material for PV production. The cost is calculated in terms of dollars
per neak watt.

The reduction in module prices is projected to occur in at least
three Qtages. The date at which a new stage arrives is defined
exnlicitly hy the user, or optionally, the Jdates aay be niodeled, as shown
below. The current stage is called the "intermediate" technology stage.
In this stage, the price of PY is given by:

94 2.4
p.‘1ODULE = [2.83 - (84 - PSi) * m] + N (4.10)

where:
p"’D'JLE = pr‘ice of PV, sf.‘p

Psi

Z

price of silicon, 3/k3

plant size factor, nlp[yr.

The nlant size factor, Z, is the size of the plant, in n;p annual
production, required to produce 1/4 of the total JJD purchased.

(The V! model assumes a four plant industry for initial
comercialization.)

The year that this first stage of nodule cost reduction ends may be
defined by the user. ATternative]y. the user may model the duration of
the first stage by specifying the duration in terms of government
technology development funding. PV1 estimates the duration through the

following relationship:
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;XB

= XB] tty (4.11)

time to end of staye 1,
cunulative TD in millions of dollars,

earliest possible date for staje 2 after unlinited
funds are spent,

date of ultimate price if X = 0,

most 1ikely annual spending level
most likely date for stage 2 at annual input speniing levz1, Dl

most 1ikely date for stage 2 of module if annual spenzin; level
is 224.
1

t, -t t, - t
2 3 1 B
Log [ - ] [ -~ ] (4.12)
2 f3 to fé tl
t, -t
- 8 1 0
‘Jltl) g-_—'i-l- {4.13)

variables tys tl’ tz, té, and Dl are parameters supplied by the
optional input. The amount of annual TD spending, Dl, is a

variable. The model itself will discontinue the allocation of TD

in the year that Stage 2 technolojy arrives. Effects of the input

parameters are illustrated in Figure 4.4.

The module price in the second stage is no longer a function of plant

size, only of silicon prices. Plants are assumed to be producing at

minimum efficient scale. Price in Stage 2 is modeled by:
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Figure 5.4

I1lustration of TD and ARND Spending Effects
on Technology Arrival Dates
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PagpuLg = 0-70 * [(Pg, - 18) * 83 (4.14)

The date of the end of this second staje, called the “PV Progran
Goal" technolojy stage, will be a function of the ARiD funding provided
by the government. The functional form is identical to that defining the
end to the intermediate technolojy stage:

y8

y+ Y8

T = (t2 - )01 - ]+ t, (4.15)

where Y now represents the cumulative level of ARID funding.

The third, or "AND 3reakthrough" technology stage, represents an
ultinate, low price for PV that will result from some as yet unknown
technology. 4hile the date for the beginning of this stage nay be
computed by the methods outlined above, the actual price is supplied bdy
t;e user. The PVl default is S.?O[Jp. .

Total Cost: Disregarding subsidies, the final cost to the consumer
of a PV installation is the cost per peak watt, installed, times the
number of peak watts in the array. The cost per peak watt, installed, is
a function of module price, 80S costs and a manufacturer's markup.

To*al cost/dp = [PMODULE * (1 + markup) * pcucost +

(4.16)
+ snscost] * (1 + indcost)

where:
PMODULE’ module cost
- pcucost = power conditioning cost
snscost = structures and installation cost
indcost = {ndirect cost fraction
markup = manufacturer's markup fraction
In a future revision of PVl, a revised JPL cost formulation will

incorporate a cumulative sales effect into the module cost calculation.
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5.0 Field Jata Collection

A unique characteristic of the PVl model is that it is tied to a
field data collection activity. Data collected in field surveys are
incornorated into the PV1 mndel for calibration of the acceptability
distributions of the evaluation screens. .This section motivates that
data collaection process, linking it to parameterization of the PVl
model. In addition, and unrelated to the model, this section describes
how direct product development strategy guidance can be derived from the
field measurement procedure. The design and implementation of surveys in .
the residential and agricultural sectors are described.

5.1 Motivation for the Data Collection Activity

In recent years, a large number of studies have reported on the
causes of new product successes and new product failures (see Choffray
and Lilien, 1980, for discussion). In general, their results point to a
single cause as the most frequent reason for market failure or delay of
market success in the new product area:

- the product developer is out of tune with the way customers

perceive and evaluate the product.
Thus, for DOE's market development program to be successful, not only
must PV costs be lowered, but perceptions and expectations of PV nust be
measured early to provide feedback that can be integrated into the
product develonment process. These measurements of consumers'
nerceptions, expectations and attitudes toward PY can be made with the
use of a field survey. Results of the survey can sugjest areas for
product improvement, or a need for better communication of product
features that are poorly percefved.

As important as field measurement is to the development of a
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successful product, it is no less important as a means for calibrating s
model that is expected to provide reliable forecasts of PY'market
penetration. WYithout a strong link to how customers actually perceive
PV, the usefulness of the model would be seriously impaired. There are
several major objectives that field measurement must fulfill if it is to
gather information that can be incorporated into the PVl model:

] to measure chanjes in the level of photovoltaic awareness and
attitudes toward PV on a region-specific basis

) to measure the sphere-of-influence of a PV demonstration
installation. (How are awareness and technical acceptability
affected by distance from an installation )

0 to act as an identifier of demographic and behavioral
characteristics of early potential .adopters (innovators) of
photovoltaics

0} to determine acceptability distributions for a set of important
PV evaluation criteria

(o} to provide design feedback from potential adopters so that the
market development program can achieve maximun effectiveness.

To realize these objectives, field measurements must be ootained

neriodically so that changes in attitudes, perceptions and awareness can
be monitored.

5.2 Measurement’Approach

This subsection motivates the measurement approach taken for PV.
Sampling designs are described for surveys conducted in the agricultural
and residential sectors.

Useful results from surveys are only obtained when the survey design

is made carefully and scientifically. It is necessary to be aware of,
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and to try to minimize, threats to validity of measurement results.

Controlled measurenent demands pre- as well as post-action measures to

evaluate the effect of an activity. For ease of description of
measurement experiments we use Campbell and Stanley's notation [1963]
which defines J as an observation (attitude measurement) and X as a
treatnent of exposure (to an experiment). In the past, the typical solar
study has heen a no-control post-test only experiment:
X)) (5.1)
Boring [1354] states that "such studies have such a total absence of
control as to be of almost no scientific value."
A most popular design that adds control both for external effects and
for internal validity is the pre-test-post-test control droup desijn:
R 0, X 02 (5.2)

R 03 04

(.mere R refers to randomized assignment to jroups). The effect of X

{exnosure to a demonstration site, for example) is read here as

(02 - 01) - (04 - 03)

w#here the subscripts refer to sample numbers.
A typical tracking study, used in advertising assessment for consumer
procducts, uses a modified version of design (5.2), (5.2a):

R 03 04

Here, exposure to a site is self-reported. Such a desijn is

threatened with biascd misclassification ("Did you see X "), but careful
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separatinn of the probe for X-exposure and probe for 02 during the
inrterview can mininize this source of bias.

If we view X; as a set of random stimuli occurrinj at different tines
to different segments of the puhlic (Xi might include a nidwest natural
gas shortaqe, a .liddle East embargo, the modification of solar

incentives, etc.), it becomzs clear that a design like (5.3)

Time
t=1 t-2 t=3 ..
! 012 013
0, 0,, 0,3 (5.3;
03 93, 033

must be in the field already to capture these effects. A post-survey
(1ike (5.1)) to evaluate the effect of planﬁed or environental change
has no scientific value.

Thus, a carefully designed, randon sample must be in the field
periodically to read the effect of uncontrollable events on chang:s in
solar attitudes and awareness as well as to read the effect of the field
experiment unit.

How: should that survey be desijned The normal trackinj-study desin

would be:
Time
Area t=1 t=2 « ..
1 R(Xlloll) R(XZIJIZ) o« o s
2 R(leozl) R(X22012) o« o .
. . . (5.4)
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Here, separate random samples are developed at each time-point. Group
averages can be compared, but changes in attitudes at the individual
level cannot be neasured bhecause Jifferent individuals are involved. le
sropose a variation of (5.4) that alleviates this problem. In (5.5) we
consider reqion only and use the superscript 4, 3, etc. to refer to

cohort, or group studied.

Time = 1 Time = 2 Tive =3
A
R 01
R 07 9 5.5
01 (XZ 2) \ (5.5)
C c
R(XZOZ) (X303)

AD
R(X333) o o .

Here, cohort B is remeasured at 2; cohort C is reneasured at 3, etc. The
imbedded design:

A

< D
R0} v ROX05) wun R(X33)

is identical with a single row nf design (5.4); in addition, we Have the
important remeasurement of changes within a cohort: Og - 03, for example.

Jur measurement aoproach assumes that the likelihood of adopting
shotovoltaics is a function of (a) system economics, (b) psychological
perceptions of the svstem, (c) demographic/life style variables and (d)
rejional influence factors. A normal cross-section of nbservations can
be used to calibrate an individual choice model.

‘Yhere we wish to read the effect of a demonstration site, however, we

need remcasurements. The desiyn proposed here allows us to measure and

calibrate the following key model:
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Intentit = f(Intenti t-1° Tconomics, Life Style, Site txposure, etc.)
L ]

(5.6)
where the above equation sugjests that changes in intent to purchase are
affected by likely exposure to the PV site. hote that the individual
reneasurenent modeled above, embedded in our research desiyn, allows for
modaling at the individual level.

Tha inportance of modeling at the individual level follows from the
observation that if you have 10 regions, then with design 4, you have 1)
observations:

Oiz - Oil = Ai’ 1 = 1, AL 1‘3

'lith individual modeling, you might have a natural sample of 102U-23J)
observations. The additional degrees of freedom for estimation allow for
much more modeling flexibility and deve1opméét of more useful information.

An important point to reemphasize is that the (common) desizn (5.4)
is embedded in design (5.5). A1l information available from (5.4) can be
obtained from (5.5) plus much more resulting from evaluation of effects
at the individual level. ’

Variations on (5.5) are possible where portions of the cohort are
rereasured after varying lengths of time. This design is useful when
wearout of various program-effects are being tested.

Note that design (5.5) also allows for controlled experimentation

(via direct mail, for example) to random subsets of the group between the

. first and second measurement. The residential study, describe& shortly,
incorporates the first column of design (5.5).

As a first step in the measurement process, we must develop and test
measurement instruments. This involves the recognition of the important

issues that need to be measured.
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5.2.1 Issue Recognition and Questionnaire Design

The PV data collection activity is a three-stage process. First, we
identify relevant issues that the field survey should address. This is
accomplished by either a focus group interview or Yy a series of
individual face-to-face interviews. Second, the issues developed in
thesa intervieus are discussed, and than developed into attitudinal,
nerceptual, behavioral and demoyraphic questions and statements that are
Jut togather into a pilot study questionnaire. The pilot study is
fielded with a small sample of the relevant population and results are
checked for questionnaire design and wording problems or possible
onissions. Third, the questionnaire is reworked to eliminate its
prohlens and then fielded in a large-scale survey.

Since PV-related issues vary sectorally, different questionnaires
have been adninistered to the different sectors. The two following
examples describe how data have been collected in the residential and
ajrizultural sectors.

5.2.1a Cuestionnaire Develooment for the Agricultiral 5Sector

In 1277, a jovernnent-funded PV installation was officially opened in
‘lead, 'lebraska. The array provided electricity to a sm§11 irrijation
numip that supplied water to a cornfield on a University of ilebraska
experimental farm site. PV is especially appropriate for this
application since pumping for irrigation is needed most on days when
solar energy is most abundant. The opening provided a prime opportunity
to measure farmer attitudes and perceptions of PV both pre- and
post-observation of the installation. In preparation for this, a
questionnaire was developed which was designed to measure sector

“emographics, price-acceptance distributions, number of prior successes
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of an innovation before it is accepted as reiiable, cost decline féctors
and energy usage and needs. Jther areas of concern were also probed to
identify issues that would assist in future demonstration designs in
other sectors. Using an open-ended format, two project members conducted
interviews in nearby Lincoln, Nebraska with individuals who were involvecu
in and knowledgeahles about farm management and irrigation practices. The
people interviewed were:
1. A farn business writer, who also owned a small farm;
2. A large farm owner-operator;
3. A farm-extension county ajent;
4, A farm machinery dealer;
5. A bank farm-loan officer;
fi. An official of the Farm Bureau;
7. The Departnent Head of Agricultural Engineering at the
University of .ebraska;

8.  University of ilebraska Professor of Agriculture and {ater
Resources;

9. Jniversity of Nebraska Public Relations and Communications
Editor in charge of the PV denonstration project;

13. Radio and TV station farm editors in Lincoln.

The issues that emerjed from these interviews were developed into
questions and perceptual statements for a pilot study questionnaire. Th.
pilot study was tested among farm owners in Massachusetts and ilew
Hampshire. The questionnaire was then modified and a final version
prepared for large-scale data collection at 4ead on opening day.

The sample design for the larger-scale agricultural sector survey

provided measurements from three types of respondent:
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1. Farmers who had not been exposed to the PV demonstration
2. Farmers who had just been through the PV demonstration

3. Farmers who were interviewed just before and just after seeing
the demonstration.

The actual sample design is summarized as:

ieasurement Demonstration Heasuremént Total

Croup 1 0 104
Groun 2 X J 105
Group 3 0 ' X 0 87
296

The study did not incorporate methods for periodic observation and
reneasurement.

5.2.15 Questionnaire Development for the Residential Sector

Two focus group interviews were conducted in July, 1380. The first
group was composed of ten participants: six women and four men. All
were married homeowners 1iving in several of the more affluent suburbs of
S8oston, ‘lassachusetts. A1l participants had non-electric hot water and
heating systems. The respondents were selected at random within their
cormunities and were interviewed at a professional facility in Lexington,
“assachusetts.

lention of PV was carefully avoided at the beginninj of the
interview. Focus group members were guided into a discussion of solar
energv. A questionnaire about PV was then introduced. The members
completed the residential questionnaires and made sujgestions for
nossihle improvements. The questionnaire was modified to take account of

sotential problems and a pilot telephone survey was subsequantly
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conducted in the same iMassachusetts suburbs where the focus group members
lived. A large-scale survey will be fielded shortly and sampling will be
conducted according to the first column of sample design (5.5). The
resulting survey instruments are included as Appendix 2.

5.3 Calibration of the Acceptability Distributions

Recall that technical, warranty, system life and payback’
acceptabilities were found to be the primary criteria used by potential
adopters in evaluating the PV systeni. One objective of the PV field
surveys is to collect data which yield acceptability distributions for
these four market evaluation screens. The procedure taken to derive the
acceptahility distributions is straightforwari. For example, in the
agriculture survey farmers were asked to specify their mininum
requirements for system life, payback period; and number of prior
successful installations they would have to see before considering a
photovoltaic-powered irrigation system. (At the time of the survey,
warranty was not considered an important evaluation criterion. A second
study measured minimum requirements for warranty.) From their responses,
cunulative acceptability distributions were derived: thus we look up for
any given value of a parameter, the proportion of farmers who find the
level of the evaluation criterion aceptable. The cumulative
distributions are incorporated into the PV]1 model. Should future studies
find these distributions changed, then the current distributions will b2
replaced.

- Acceptability distributions for the residential, commercial,
industrial and public authority sectors are currently determined from
information supplied in interviews with HVAC consultants and architects

(Lilien and Johnston, 1980). These individuals estimated the
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acceptability distributions for each sector, and averages of their
astimates were used as the distributions for PVl. The residential study
soon to begin will supply PV1 with new distributions for the residential
sector.

In sum, there were a number of field-related sources for the duta
incormorated in the PV1 model. The supporting data are found summarized
in Lilier and !icCornick, 1375 and Lilien and Johnston, 1930.

5.4 Product Jev:lopment fuidance

The acceptability distributions can also be used to provide
PV-oroduct development juidance. The system designer, in developing the
PV product, :rould like to know how much total acceptance will increase
with an incremental change in say the payback period or the lifetime of
the system. He can compare tnis information with incremental cost and
thereby make a rational decision on system design trade-offs. This
situation is analojgous to jovernment's problem in allocating funds
hetween the different policy options.

A iseful means for éxp1oring system design trade-offs is the
iso-acceptance curve, conceptually the same as the indifference curve
used in econonics. Figure 5.1 presents iso-acceptance curves for payback
nerind versus system lifetime in the agricultural sector. Each curve is
sketched through the locus of points with the same overall probadility of
acceptance on the two system characteristics. These curves represent the
trade-offs between system characteristics. Thus, thea same percentaje of
farmers are. satisfied with each pair of values along a given
iso-acceptance curve. Referring to cost estimates, the system desijner
can deteraine target values for payback and system lifetime for a given

level of acceptance.
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Figure 6.1

Payback Period vs. Necessary Life Acceptability Curves
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Consider Figure 5.1. Two points, A and 3, are marked. A represents .
a 4-year payback and a 12-year lifetime. B represents an 8-year payback
and a 2)-year lifetime. lere either o% these conditions to occur, 60
sercent of farmers would find PV acceptable on these two dimensions.
Thus, farmers on average are willing to pay a 4-year payback "premium"
(f-4) to obtain an extra 3 yzars (20-12) in system life (assuming current
systen design is at point A). Figure 5.1 also indicates that although
low values of nayback and high values of system life are necded to get
high acceptance (5 and 17 years respectively for 80 percent), less
strinjent values will still capture some market (e.g., 11 and 11 is
accentable for 25 percent). This information would be important to a

marketer or a design =ngineer.

6. Insiqht into PV Policy Developnent -

PVl is an expensive simulation model to use, both in terms of
computation costs and time used waiting for output. It is iipossinle to
sinulate all possible governnent policy strategies to find the bast one.,
The size of the PV nodel (containing over 139,270 decision variables for
a 20-year nodel, related to one another in a highly non-linear way)
precludes analytical or numerical optimization. It is therefore useful
to develop insight into the structure of optimal government spending
policies to guide the search for superior policies. This saction
oresents some theoretical results that shad 1ijht on:

1) The structure of optimal deployment of market development (i1D) N

spending on PV demonstration installations.

2) Optimal subsidy strategies for new technologies which are

governed by diffusion processes and experience cost declines.
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These results will sujgest a subset of policy options that shoula lead to
the most effective government strategies. Section 7 compares these
theoretical results with sample PVl simulation results the? 15 different
government policy stratejies.

6.1 Optinal Harket Development Deployment

Lilien 1979 nodifies a diffusion model introduced by 3ass [1609] to
study the theoretical implications of market development spending on
market penetration over time. The Bass model was selected for analysis
because it is simple, flexible, and has been applied to a numbér of
different product applications. The analysis of the modified model
sugjests optimal stratejies in terms of:

1) The timinj of demonstration programs, and

2) The allocation of demonstration programs over sectors.

Assuiptions necessary to the analysis of the model somewhat liwmit the
aoplicability of the results. Nevérthe]ess, there are several qgeneral
inplications which give insight‘into how and when govarnment funds shouli
be deploye”.

Bass's model of diffusion takes the followin3 simple fora:

gs(t) . (p + o EE(s - stn)) (6.1)
where:
s(t) = number of firms having adopted an innovation by time t
(s(O) 0)
s* = total number of firms considered eligible to adopt the
innovation

P = coefficient of innovation; this equals the rate of product
adoption when there have heen no previous purchases

q = coefficient of imitation; the effect of previous purchases
on the rate of adoption.
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Lili2n modifies this model to study first the effect that the tinming of

demonstration programs has on wmarket penetration.

6.1a The Timing of Demonstration Programs

Ynder Lilien's modification, the Bass model takes the fom:

25%31 =(p+q Iéél)(s* - s(t)) (6.2)

vthere:

T(t) = s{t) + A(t), where A(t) is the aumber of government-sponsored
demonstration programs installed by time t.

Analysis of this modified model proceeds under two important but
reasonable assumptions: the first assumption is that jovernizent
demonstration installations are indistinjuishable fron privately owned
installations, implying that imitators are equally influenced by any
successful product. The second assumption is that neither the
coefficient of innovation, p, nor the coefficient of imitation, gq,
Aepends on demonstration programs (p and q are not fuactions of i(t)).
Since A(t) is a cumulative total of government-sponsored
installations, it can be shown by separation of ds(t)/dt into tuo
comonents that ds(t)/dt will be maximal vhen all demonstration program
resources are used as early as possible. Intuitively, this follows since
one would expect that early deployment of the maximum number of
installations would lead to high early acceptapility on the technical
screen described in Section 2, thereby accelerating market penetration.
Clearly, this early deployment forces acceptability on the technical
screen to be always equal to or greatér than the acceptability generated
Y any other deployment over all time. This result is general and should

apply to innovations that are technically sound where governnent

develoonment programs are applicable. Kalish and Lilien [1980b] have
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investigated the timing of a PV demonstration program when negative
feedback from various types of system failures is possible and show that,
currently, a demonstration program should not yet begin. |

The usefulness of this analysis is limited by the assuﬁption that
government has an allocation of installations to nuild, instead of the
more realistic assumption of a fixec monetary budjet, since it does not
consider experience curve cost declines. To illustrate, if stated
government policy is to build 100 installations independent of cost, then
it makes sense to put them up as early as possible. If, on the other
hand, a budget of $10 million is allocated to demonstration prograas,
then a greater number of cumulative installations can be built if the
funds ar> deployed over time instead of early and all at once, assumin,
the innovation sees cost declines over time. Thus, if the cost of the
innovation is expected to decline, and the government is limited by a
fixed monetary budget, then the solution to temporal deployment becomes
more complex. ievertheless, if cost reductions are caused by increases
in cumulative sales (learning curve effects), then a sufficient number of
governaent installations must be deployed early to cause the future cost
reductions.

6.1b Allocation over Sectors

Optimal allocation of government demonstration programs over sectors
is studied by modifying the Bass model under the assumption that
diffusion rates vary by sector. It is assumed that q, the coefficient of
imitation, is a function of the cumulative level of demonstration program
support, A, so that

q = f{A)

Bass's equation now becomes:
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dsi(t)

i = 1 to the number of sectors.
If T(t) is replaced by A(t) + s(t) then a sectoral imitation
paraneter appears in the equation, namely, d, where

d; = A, . f(A;)

Lilien concludes that if each sectoral imitation parameter, d;, is a
concave function of the number of demonstation installations, then
o92timal allocation occurs when installations are spread out over
sectors. A concave function implies that each additional demonstration
orojact yields a positive but diminishinjy marginal return for diffusion
over the previous installation.

If each sectoral imitation parazeter is a convex function then all
demonstration installations should be allocated to one sector. A convex
function implies that each succeeding installation Jeneratzs an
increasing marginal diffusion rate. Note, however, that in-a finite
m&rket it is impossihle to have always increasing marginal returns.
Thus, all inmitation parameter functions must ultimately become concave.

A likely functional fom for the imitation parameter then is one that
is 1t first convex and then turns concave. This inplies that the first
few derionstrations will show increasinj marginal returns but eventually
additional demonstrations will muster only diminishing marginal returns.
This functional form assumes an S-curve shape. An optimal strategy for
an S-shaped response is to concentrate installations in one area at a

tine until marginal private sales beagin to slack off and then to spread

out.
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6.2 Optimal Subsidy Strategies

As with the timing of demonstration programs analysis, fnsight can

also he gained into optimal subsidy stratejies through analysis of a

theoretical, mathematical model. Kalish and Lilien [1783a] stuly a

simple formulation of a supply-demand model for a new innovation under

the assumption that the subsidy a consumer receives is some constant

percentage of the purchase price paid. To make theoretical analysis

tractanle, the authors impose several simplifyin; assumptions:

1)

§

2)
3)

4)

5)

6)

There are no subsidy ceilings (1imits) in effect

Tax considarations are ijnored

Firm pricing behavior is analyied only as a cost-plus or
short-term nrofit maximization problen - net present value
profit maximization is ignored.

The cost per unit of production is a decreasing function of
cumulative production

Demand for the innovation is a function of price to the consumer
and of word-of-mouth effects. Exojenous variables, such as the
state of the economy, which might affect demand, are coﬁsidered
static.

Consumers do not try to anticipate jovernment subsidy. (It is
plausible, for instance, that a consumer may delay action in

anticipation of future government policy.)

In contrast to assumptions (1) and (2), the federal and state

governments offer a variety of subsidy programs, many with subsidy

ceilings and many in the form of a tax credit instead of a flat rate

percentaje decrease in price. Although the Kalish-Lilien model ignores

these differences, the analysis is likely to hold suggestions about the
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effect a price subsidy strategy is likely to have on new product

diffusion.
Kalish and Lilien analyze their supply-demind model under different
scenarios of varying demand elasticities and changing firm revenues. An

understanding of their main results requires the followiny definitions:

p(t) = price charged by firm at time t

x(t) = cumulative sales (same as number of adopters)

r(t) = the portion of the price, p(t) actually paid by the
customer. (l-r(t) = subsidy rate)

x(t) = f(x(t), p(t),...) demand equation

n(t) = price elasticity of demand

Their analvses also assuze a single producer industry. From their
assumptions they develop three fundamental results.

Result 1: If demand for the innovation is constant over time and

elastic (g% = 0, n > 1) then the optimal subsidy stratzjy is to spend

in a continuous and monotonically non-increasing fashion if firm revenues
are non-decreising over time. won-decreasing firm revenues are assured
when word-of-mouth effacts are positive L%;{l 0) and prices decline witn
experience (%% < 9).

Price will decline with experience unier the issumptions of 1)
experience curve cost declines and 2) price set on a cost plus or
short-term profit maximization basis. It is unlikely that the government
would consider subsidizing an innovation unless the innovation exhibits
such price decline and positive wvord-of-mouth effects. In general,
however, the assumed condition of constant price elasticity of demand is
unrealistic. The next result relaxes this condition.

Result 2: The conclusion of Result 1 stiﬁl holds under the relaxed
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assumption of an elastic but now varying elasticity, as long as the price
elasticity of demand decreases with price declines as well as with time
(%%30,%—%50).

Th2 new condition that elasticity decrease with declines in price is
reasonahle to expect for products early in their life cyc\e;, where, if
risk of purchase is extremely high, it is doubtful that drops in price
will stimulate increasing percentajes of quantity demanded. Such a
scenario is especially true of unuéual and high priced innovations
because of their inherent riskiness. Yet, in many instances, innovations
of this kind are initially priced at levels in the inelastic region of
the demand curve because cost declines have not been marked enoﬁgh to
allow competitive pricing. For these innovations, the subsidy strategy
of Results 1 and 2 is an inappropriate one with which to start. dhereas
this strategy may he correct to implement early in the life cycle,
clearly some other strategy must be determined for innovations just
entering the marketplace in a region of price inelasticity.

Result 3: If demand for the innovation is inelastic and constant over
time (n < 1, <§% = 0) and if revenues are non-decreasinj, then the
optinal subsidy strategy is to fully subsidize installation costs at the
beginning until the‘subsidy budgét is exhausted. Of course, if firn
revenues are non-increasing, then the subsidy should be withhe1d as lony
as possible in the hope that revenues will become non-decreasing in the
near future.

Explicit conditions for non-decreasing revenues could not be
developed. Nevertheless, as with Result 1, the condition that elasticity
must remain constant is unrealistic. As cumulative production increases

and costs consequently fall, the price of the innovation will approach
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and finally enter the elastic region of the demand curve. Alternatively,
word-of-mouth effects nay shift the demand curve such that demand becomes
elastic with no significant chanje in price.

Kalish and Lilien conclude that an optimal subsidy policy is to
subsidize “ully when the innovation first comes on the market, as long as
the product "works" and its price is low enough so that subsiczized price
brings it into a price-elastic rejion. The subsidy should be decrzased
over tine once demand becones elastic and non-increasing. This tuc-part
stratesy will be effective for the "good" product, one that jenerates
positive word-of-mouth effects thereby sustaining itself on the

~arketplace. Government subsidy spending for the ‘;ooq" product grows
proportionally to firm revenues when installations are fully subsidized,
hut then peaks and declines with the lessening of the subsidy rate. If
firm revenues do not initially grow S2cause of hijh product price, the
subsidy should be delayed until costs decline sufficiently for sales to
increase. At that point the strategy outlined at the baginning of the
saragraph should be inplemented.

One nYyvious onission of the Kalish and Lilien analyses is the case
where demand is elastic at the unsubsidized price, but the elasticity is
increasini. The situation will jenerally occur when demand moves from
the inelastic to the elastic region of the demand curve since elasticity
is likely to continue to increase. In this rejion of the demand curve,
government can stimulate increasing marginal sales in the private sector
- for each incremental percentaje increase in the subsidy rate. A policy
of full subsidization would seen to be recommended in this instance.

6.3 Consequences for Photovoltaics

Recill that government subsidy spending for PY {s independent of the
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$1.5 billion allocated to the other govarnment policy options. Thus, the
DOE-PV projram need make no trade-offs between spending money on
subsidies versus other programs as is the situation with market
development spending. In this sense, the theoretical analysis of optimal
subsidy strategies is a self-contained problem for photovoltaics.
Realistically, however, spending in the other policy options must be
coordinated with the subsidy strategy if maximum PV diffusion is to be
achieved. Clearly, if at times these other options are more
cost-effective in bringing down the cost of a PV installation, then sone
subsidy spending should be delayed uhti] more opportune moments arise.
For instance, the discrete decreases in PV costs expected from chianges in
staje of technology might be reason enoujh to withhold subsidy funds
until they can be used more effectively in conjunction with TD and AR.D
spending.

Finally, government's allocation of funds to-the P\ demonstration
program (!13) depends on its allocation to technology development (TJ) and
advanced research and development (AR!D). The $1.5 billion allocated to
the National Photovoltaic Program must be split between MD, TD and ARND.
30th TD and ARND spending work to lower PV costs, and in so doing
increase the fraction of the market who find PV acceptable by raising the
acceptahility level on the payhack screen. There is a trade-of f between
raising the technical acceptability through D spending and raising the
payback acceptability through TD and ARHD spending. PVl will be a useful
tool in the determination of a reasonable division of funds between the

three policy options.
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7.0 Some Sample PV1 Analvses .

Thg results of the last section gave insijht into optimal allocation
stratejies for market development and subsidy expenditures. Although the
implications of these results are somewhat confined hy the assumptions on
which they are Sased, they simplify the search for superior allocation
strategies. In this section, market penetration and cost forecasts from
the P'1 model are analyzed for 15 different government nolicy
stratejies. These strategies were selected to compare with the results
outlined in Section 7. They provide the basis for an initial sensitivity
analysis of the theoretically optimal stratejies.

llere we use the words "model" and “stratejy" interchangeably. Hote
that the way e use the word "nodel” should not be confused with the PV1
model. Instead a model is the set of user-defined inputs that specify
jovernment policy actions, stages of the PV technology, the duration of
the forecast feriod, the number of sectors in the forecast and many other
control variahles of lesser importance. To make compariscns of the 15
strateqies meaningful, all variables unrelated to jovernment policy were
fixed with the exception of the annual real ris2 in electricity rates,
which is 3 percent for the first eight stratejies and 10 percent for the
last seven. The decision to use two electricity rate rises was made in
consideration of the instability of oil prices. Clearly as the cost of
utility generated electricity increases, the PV product will look better
and batter in the eyes of potertial adopters. The model results
Jemonstrate this relationship dramatically. It is recognized that nany
utilities use fuels other than oil in their electricity generation and
that the use of-one overall electricity rate rise for all fuels is

prohably inadequate. To remedy this oversimplification, a database of



Iv-75
utility fuel mixes is currently being assembled to allow the PV1 user to
input fuel-specific rate rises. In using these rate rises PVl will
assume that utilities annually increase electricity costs commensurate
wth the rise in their fuel costs.

Descriptions of the 15 governnent allocation strategies appear in
Tables A-1 to A-15 of Appendix 1. These tables present sumaary cost and
penetration results. Tahle A-1 serves as an ovefa?] reference,
presenting results for the baseline strategy in which total government
spending was set to a minimal level of $75 million in market
development. All other spending was set to zero.

A1l strategies were specified as 6-sector, 15-year models. Except for
the baseline strategy, all strategies were q}located approximately $1.5
Si11ion over the first ten years of the forecast period, consistent with
the funding availahle to the !lational Photovoltaic Program. This money
was specifically allocated to the market development (i), technology
development (T3) and advanced research and development (ARND) policy
options. Since the number of model runs was limited, TD and AR
spending allocations were made identical in all strategies to allow for a
controlled analysis of the effects of 10 spending on PV diffusion. To
spending was held invariant at $100 million for the first four forecast
years and ARND spending was h21d constant at $10) million for the first
seven. (In all mod21s, TD spending causes Stage 2 technology to arrive
fn year 5 and ARND spending causes Stage 3 to arrive in year 8. An
explanation of the specifications of Stage 2 and Stage 3 arrival dates is
given in the appendix to this chapter). M) spending was set at $75
million in strategies 2, 3, 4, and 5 and then upped to $500 million in

strategies 6-15. Strategies 2, 3, 4, and 5 consumed less than $1.5
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billion hecause D funding was set to a minimal level. For each
strategy, advertising costs come to 20 percent o 1D spending.

Subsidy policy for the 15 strategies was specified independent of the
other policy options because subsidy funding is not provided by the
Ylational Photoyvoltaic Projran. Unlike 4D, TD, and AR!ID, which are
constrained by a total $..5 billion budget, subsidy funds are assuned to
Ye unlinited. HNevertheless, PVl can simulate a constrained subsidy
hu'get hy setting annual subhsidy rates to zero after the buuget ceiliny
has been reached. As will be seen in Table 8.1 later, cumulative subsidy
spendingy varies dramatically. This s bacause cumulative subsi.dy
spending is calculated as a fraction of the dollar volume of private PV
saies, and dollar volume varies consideribly across stratejies. Sone of
the variance in dollar volume is caused by the effects that different
stratejic allocations of 1D, TD, and AR!D have on PV costs and
accep*abilities. Much of the difference in subsidy spending, however,
can be attributed to the application of different subsily rates. For
instance, strategies 6 and 7 are identical except for the sizes of the
subsidy rates, yet cumulative subsidy spending differs by $2.23 billian.

Althou;h the spending variances make comparisons of market
penetration forecasts difficult hetween some pnairs of strategies, there
are many important, and to some degree jeneralizable, results which
proceed from the analyses of this section.

For analysis purposes, the warranty of a PV system was set to 30
rnonths and the 1ifetime to 20 years and both were left unchanged for all
stratejy runs. Thus, acceptabilities on the warranty and lifetime
screens also remained constant, and can be considered as having

negligible responsibility for differences in market penetrations between
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strategies.

7.1 General Results

Govern-ent spending can accelerate diffusion by increasing the
awareness and the acceptability of PV. In the 15 model runs; governnent
spendiny influences market penetration in three ways:

1} D spending increases awareness

2) 4D installations increase technical screen acceptahility

3) ™2, TD, AR'ID and subsidies all work to lower PV costs, and thus
increase the payback acceptability.

Ffrom analysis of the 15 model runs, the following jeneral conclusions
follow concerning the relationship hetween government spendinj and naark:.t
penetration of PV. Detailed comparison analyses of the stratejizs are
included in the next subs=ction.

1. Market Developnent Soending: Jithout M) spending PV technolayy does

not diffuse. This seems to be true regardless of how much government
spends on TD and ARiD. Further, the availability of as much as a 40
percent subsidy is not enough to stimulate much additional adoption when
"D spending is low. Even full subsidization is relatively ineffective in
early forecast years. There are two major reasons for the delay: first,
avaraness of PV remains low throujhout the forecast period bzcause
advertising expenditures, which in PVl are a fraction of MD spending, are
negligible; second, diffusion is delayed because potential private
adopters are unwilling to risk a product that has little demonstrated
reliability. The lack of government purchased installations therefore
causes the technical screen acceptability to be near zero.

If all other government policy variables remain the same, !0 spendiny

has the greatest positive effect on market penetration when it is spent



Iv-78

in the early years. 7y deploying MD funds rapidly, government creates
imediate widespread awareness of PV and also accelerates technical

screen acceptability, and because both awareness and technical
acceptability are functions of cumulative installations, they maintain
wi1h values after D funds dry up. These preliminary findings
corrohorate the theoretical results of Section 6.

Concentratfon of MD funds in certain sectors dramatically accelerates
overall PY penetration into the nrivate sector. It was found that tne
agricultural sector is particularly receptive to early MD expenditures,
but that annual sales peak quickly, after which time 'ID spending has no
further significant effect. Concentrated allocations of 1D spending have
the greatest impact on diffusion acceleration in the residential and
comercial sectors. This occurs primarily because the residential and
comercial sectors are the two largest in terms of total markat potential
and number of potential adopters. In principle, diffusion is accelerated
fastest in sectors where contact batween intra-sactor rmembers is
Jreatest--therefore the largest ones.

To illustrate, assume that the technical acceptability screen
distributions are identical for all sectors. As government market
davalopment sponsored installations are built, and greater percentajes of
sotential adopters pass throujh the technical screen, ceteris paribus,
oroportionataly more sales result in large sectors than in small
sectors. This means that, in absolute terms, greater numbers of
potential adopters will actually adopt in the larjer sectors. Since
technical acceptability is calculated based on an absolute number of
prior successful installations, the diffusion of photovoltaics will be

acceleratad fastest, for a given i) expenditure, in the larjest sectors.
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This result holds as long as inter-sectoral interactions are less than
unity;‘if all interactions are unity, then /) funds shou]d be spent in
sectors where installations can be bought at greatest value per peak
watt. Furthermore, since all installations would cause identical
perceptual effects, rejardless of PV array size, government could derive
the most benefit from an installation in the sector using the smallest
averane PV installation size, i.e., the residential sector.

2. Subsidy Spending: ‘lhereas M) spendinyg is crucial in the early years

of PV “iffusion, suhbsidy spending assumes a vital role in later years.
The size of the subsidy necessary to drive diffusion d2pencs totally on
the relative cost of PV electricity to utility-generated electricity. In
early years, when the cost of PV is highest and margina1 electricity
rates are lowest, private adoption of PV can only be stimulated by
complete or near-completz subsidization. The average subsidy cost to
jovernment per peak watt is extremely high, and though much is spent,
Tittle is purchased. It is a tricky business, however, to try to locate
a subsidy level that is not too costly to jovernment but that is still
able to attain a reasonable stinulation of the market.

An unfortunate fact about photovoltaic subsidies is that they seem to
have no permanent stimulating effect on PV sales: when subsidies expire,
annual sales fall back to levels little different than pre-subsidy
sales. The cause of subsidy's inability to create permanent sales
effects lies in the PV cost structure. The PV cost formulation does not
incorporate learning curve effects: thus, subsidies induce greater
cumulative sales, but the cost reductions which can accelerate adoption
do not result. Instead, costs are partially detemined using an

economies of scale approéch. Ahile economies of scale certainly exist in
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the 893S cost structure, as well as in Stage 1 module technology, where
nlants are not at minimum efficient scale, the presence of a learning
cost curve decline also seems justified. JPL's ormission of learning
curve effects from the PV cost formulation was based on the belief that
the PV technology changes so rapidly that such effects never deva2lop; a
futurs revision of PVl is expected to incorporate a cumulativa sales
effect. Obviously subsi“ies will have more impact on the rate of
diffusion when learning curve effects are modelad. It is not clear how
important the learning curve effects are expected to be out the
nossibility exists that they will be overshadowed by cost daclines
associated with TD and ARND spending during the years of Stage 1 and
Staje 2 technclogies. After Stage 3 arrives, and a relatively stable
technology is put in place, learning curve effects will probably assume
inportance.

The nmost salient benefit of government subsidization occurs when the
price of PV hovers just above a threshold level where modest decreases in
price can produce quantum increases in PV sales. An infusion of subsidy
monev in this situation can invigorate the market. The threshold price
level is deternined by the relative costs of PV and utility-yenerated
electricity. The faster PV costs decrease and the hijher the real annual
electricity rate rise, the more rapidly the threshold price level is
reached. The results of the 15 strategies indicate that the price of PV
nears the threshold level only after Stage 3 technology comes on line,
suggesting that subsidy spending be delayed until that time. The wisdom
of this strategy is reinforced if the assumption is correct that learning
curve affects only take on importance in third stage technology. The

theoratical results of Section 6, which are derived for new technolojies
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that experience learning curve cost declines, should then apply. This is
partially borne out by comparison of some of the strategy results.

7.2 Detailed Analyses of Government Policy Actions

The analyses of this section use Tables A-1 to A-15; the reader
should refer to these tahles to see differences in the time path of
diffusion as well as to obtain detailed stratejy descriptions. Table 7.1
nresents projections of cumulative mejawatts installed and NP/du11ar of
government investment for the 15 cases, providing a rough summary
conparison.

1. The 3ase Case-linimal Sovernmert Su»nport: Table A-1 presants the

baseline results. A minimal $75 million in MD was allocated in Strategy
1 to develop as threshold-model for comparison. Her2 over 9) percent of
fina) curnulative sales are private. Approximately 75 percent of
cunulative installed peak kilowatts are in the ajriculture sector.
Although agriculture seems to be a prime target for diffusion
acceleration, it becomes clear in other strategies that this sector is
generally unresponsive to later government spending.

2. Comparison of Strategies 1, 2, and 3: All three stratejies have

minimal D spending. Strategies 2 and 3 have large allocations of TU and
ARND funds. Strategy 3 has a 40 percent subsidy for all 15 forecast
years. There is virtually no difference in cumulative sales for these
strategies. PV costs in strategies 2 and 3 reach Tow levels nuch faster
than in Strategy 1, yet prices are not low enough to stimulate sales.
Even the 4) percent subsidy, which costs the govarnment an additional
$142 million over the baseline, cannot initiate more than a few hundred
extra peak kilowatts in sales.

3. Comparison of Strategies 3 and 4: Both strategies are jdentical
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except for the subsidy rate which is raised tuv 80 percent in Stratejy 4.
Through the first seven y2ars, differences in sales are not remarkible.
Y2t ‘/hen the price of PV drop§ to about 45 cents per peak watt in year 8,
sales tate off in Stratagy 4. It is clear that the cost of PV must be
raduced substantially if the sales rate is to accelerate. In achieving
this reductian in cost and increase in sales an enornous subsidy cost is
incurred: $2.59 billion. A1l but %6C inillion of tinis figure is spent in
the last 8 years; however, this is a relatively cost affective strategy,
yielding .88 lp/S of investnent.

4, Conparison of Strategies 4 and 5: Strategy 5 has full subsidization

through the first 10 years, and 40 percent thereafter. Sales in Strategy
5 approxiasately doudle each year from year 5 to year 1lu. Jndcubtedly,
the market expansion factor is limiting sales during this period. 3y
year 1) cunulative sales in Strategy 5 are triple those in th2 same year
of Strategy 4. The reduction in the sudsidy rate in year 11 to 4J
narcent, however, stops sales. In fact, sales in year 14 of Strategy 5
are little different from those of the baseline stritegy, about 2J,000
peak kilowatts.

5. Coawarison of Stratejies 6 and 2: Strategy 6 is identical to

Stratejy 2 except that D spending is increased to $50 million annually
for years 1 through 10, and is then eliminated in y2ars 11 through 15.
Total curmulative sales in Strategy 6 are double Strategy 2's, but private
sales are only ahout 5) percent more. Table 7.1 presents cumulative
private market penetration in relation to subsidy spending. Since only
‘D snpending varies between these two stratejies, all sales differences
must be “1D-induced. ‘otiny that total cumulative sales between them in

seirs 10 through 15 difier by less than 3JJ0 peak kilowatts, it is
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Table 7.1

Cumulative Suhsidy Spending Versus darket Penetration

Curwlative Curwlative Average Peak latts
Subsidy Private ‘larket Sutsidy Cost Installe. rer
Sper.ding Penetration Per P2ak Dollar of
Strategy  (8027,200) (20u KJp) Watt (&) Sov't Spendir
1 0 147 0 IO
2 J 147 2 .12
Elect. 3 141 147 .26 .11
Rate 4 3,587 4,233 .85 .8:
Rise= 1,130 726 1.56 .32
3 6 0 239 J A2
percent 7 2,225 1,335 1.67 .35
8 3,989 1,792 2.23 .32
9 8,b32 13,561 .04 1.33
10 9,341 15,593 .62 1.42
Elect 11 1,409 1,052 1.34 .35
Rate 12 2,336 2,806 .82 o713
Rise= 13 3,025 4,394 .69 .95
10 14 1,936 4,299 .45 1.21
percent 15 3,903 7,244 .54 1.32
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evident that D spending promoted a“out 60,700 peak X4 in additional .
private sales during the years it was heing spent. This sales increase
is hardly exceptional, but it can be attributed to heightened awarensss
and greater technical screen acceptability, both the rosult of large
aounts of D spendiny. The fact that sales are so similar in later
years is somevhat puzzling; the 2xplanation is that neightened auvareness ‘
caused most of the extra private sales. ({hen 'ID speading ran out,
awareness fell back to a low level, the additional sales nat enoujh to

sustain a level of awareness much higher than in Strategy 2.

. Coiparison of Stratejies 6 and 7: Stratejy 7 is Stratejy 6 «ith

subsidy. The full suhsidy allocated in the first two years of the
stratagy 7 forecast stinulates few sales, uadoudbteuly decaus2 technical
accentability, awareness, and even payback acceptadbility are low. (llote
that in spite of full subsidization the subsidizad cost per peak watt is .
still high, a situation caused by the federal subsidy dollar ceilinj
limit.) 'larket penetration and subsidy spendiny grow dranatically
thereafter until year 11, when the rezuced 40 percent subsidy tcxes
aoffect. Afterwards, private annual sales are little differant than in
the baseline case. Jemand is in such an inelastic region that a drop in
price from 32.33 to $1.22 per peak watt induces only about 25J)
additional peak K.l in sales. (D spending accounts for about 2530 X4 in
year 15 of the “Saseline stratejy.)

7. “o:parison of Stratejies 7 and 3: In Strateqgy 8, 8500 -million in DD

“unds are deployed over a 5-year period instead of a 10-year period as in
Strategy 7. Total penetration is increased by 20 percent but subsidy
spending increases by 79 percent from $2.23 billion to $3.99 billion.

The average subsidy cost per peak watt jumps from 31.57 to $2.23 (see .
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Table 7.1). Hevertheless, once ajain, annual sales drop precipitously
when the subsidy rate is lowered in y2ar 1l1.

JMuch of the additional subsidy spending in Strategy & occurs in earl,
years when total subsidization costs per installation are high. In tnuse
vears higher awareness and higher technical and payback acceptabilities,
caused by concantrated /9D spending, result in hijher sales and therefore
additional subsidy costs. It seems that, in spite of increased
penetration, the strategy of accelerating !1D expancitures fails because
it is unable to jenerate more than mediocre, non-increasin; sales in
later vears. In the sane sense, the extra subsidy money spent is also
ineffective. Perhaps a not unreasonable criterion for govarnzent %o
adopt in its decision to intensify subsidy expenditures is that the
averije subsidy cost per peak watt must diminisn with extra subsiiy
spending.

€. Coaparison of Strategies @ and 7: These strategies are identical,

hut in Strategy 9 the real annual rise in the price of electricity is
increased from 3 percent to 13 percent. Divergences in market
penetration bet..een the two strategies begin in year 6 and by year 15
total penetration differs by 12 million peak Kw. Althoujh subsidy
increases to a cumulative $8.6 billion in Strategy 9, the average subsidy
cost per peak watt falls to 8.64. This compares quite favorably to $1.67
in Strategy 7. Comparisons of PV costs in Tables A-7 and A-9 plainly
reveal that the reduction in gross cost per pea% watt is involved in the
stimulation of diffusion. The reduction in cost is caused by increased
econonies of scale in balance of systems costs resulting from higher
annual sales. The increase in sales occurs because payback acceptability

mushrooms, the outcome of the rise in price of utility-generated
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2lectricity relative to that of PV electricity. ilost important of all is
that sales in years 11-15 of stratejy 9 are large and annually
increasing. Apparently, annual sales can sustain lower jross PV costs
which in turn sustain annual sales.

The results of stratejies 9 and 7 imply that the relative costs of PV
and utility electricity will ultimately determine PV's place in the
1arket. The analysis is not sujjesting that a 3 parcent r2al annual rise
in the nrice of utility electricity will effectively block PV
nenetration, or that a 10 percent rise wifl Juarantee narket success;
only that the electricity rate rise will play the key role in jeternining
hos Jreatly and how quickly PV diffuses.

9. Commarison of Stratejies 10, 11, and 12: Comparisons of thes:2

strat2gies show how different subsidy stratejies affect diffusion. Only
subsidy rat2s are varied between strategi~s. Since the application of
subsidy rates is the same in years 1-1J of stratejies 11 and 12, subsidy
syending and market senetration are also identical. The termination of
subsidy funds in Strategy 11 kills off sales in years 11-15. 1In
maintainingy a 40 percent suhsidy these last five years, however, PV sales
in Strategy 12 are boosted 1.2 million peak Xw over sales in the saue
period in Strate;y 11. The additional suhsidy cost of these sales is
3072 million. Yet, as a result, averaje subsidy cost per peak watt Jrops
to .92 from $1.34. The effectiveness of subsidy spending is thus
substantial when gross PV costs approach the threshold leva21 where demand
hecomes elastic.

Strategy 10 has generally higher subsidy rates than Strategies 1l and
12 and sales are consequently much stronger. Even though PV sales in

years 11-15 of Strategy 10 dwarf sales in Strategy 12, it is clear that
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diffusion is being successfully accelerated with a lower suosidy rate (4.
percent compared to 60 percent) in Strategy 12, and at a much lower
cost. (Subsidy costs in year 15 of Strategy 12 are 28 percent of costs
in Strategy 10.) Still, the average subsidy cost per peak watt drops
significantly from $.82 to $.60 when the subsidy rate is increased to J
nercent from 40 percent. '

It is unlikely that government will allocate $9.34 billion in fundin,
to photovoltaic subsidy policy, so Strategy 10 in itself is probahly not
realistic. Hevertheless, an important issue arises in discussing
Strategy 10 in relation to Strategy 12: how should government decide
what tre tine path of subsidy rates should look like once demand becoaas
elastic. The use of high subsidy rates will create large immediate
increases in PV sales, but the subsidy spending budjet will empty
quickly. And as other strategies have demonstrated, once subsidy
inoculations cease, PV costs rise and sales fall. It is not clear,
however, whether the same subsidy budget, spent more moderately over a
Tonjer period of time because of lower subsidy rates, would achieve less
or more 1iffusion. Future analyses of other strategies may help to
decide this issue,

The necessity of maintaining a constant or increasing demand for PV,
so that PV manufacturers are not periodically driven from the industry
when subhsidy rates are suddenly dropped, argues for the use of subsidy
rates which can be gradually reduced over time to maintain a stable time
path of demand. dJhen the subsidy budget runs out the rate should be lo..
enough that a smooth transition in demand can occur. By such time the
cost of electricity from utilities will hopefully have increased to a

point where @ non-subsidized PV price will generate sales on its own.



1v-88
13. Comparison of Strategies 12 and 13: ™MD spending in Strategy 13 is

expended in the first year. Subhsidy rates and TD and AR4D spending are

the same. Thus, only the time allocation of !1D funds varies detween
strategies 12 and 13. By accelerating ‘1 expenditures, both subsidy
costs and PV sales were increased, while the average subsidy cost per
peak watt decreased from $.82 to $.69. The increase in markat
pa2netration is due to the imnediate elevation of awareness and technical
acceptability supplied by an overdose of D spending. It appears that
%530 million in year 1 is sufficient to create maintainable awareness and
technical acceptability levels since annual PV sales are sustainad at
high levels for all 15 years of the model. Because costs and
penetrations are different, it cannot be concluded that one stratejy is
superior to the other.

11. Conaparison of Stratejies 13 and 13: Conparison of narket

senetration for these strategies illustrates that =2arly subsidizaticn
c9s*s 1oney but has little beariny on total diffusion in later years.
Referring ajain to Table 7.1, ohserve that while cunmulative PV salzas in
Stratejies 13 and 14 differ by just 2 percent, Stratejy 13 costs 50
sercent qore (81 billion) than Strategy 14 in terms of subsidy
axpenditures. It is clear that the large early sudsidy rates of Strateyy
\13 cost the governnent money that could have been saved had the subsidy

haen delayed.

12.  Comparison of Stratejies 15 and 12: Aside from all 4 funds being
allocated to the residential and commercial sectors in Strategy 15, these
strategies are identical. The concentration of 1) funds in these sectors
caused a €7 percent increase in subsidy expenditures in comparison to

Strategy 13. Penetration, meanwhile, increased 253 percent. The data
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stronjly suggest that, had subsidy spending been limited in Strategy 15
to that of Stratejy 13, the cumulative sales in Strategy 15 would stil}
have been slightly higher. The more important result, however, is that
diffusion occurs fastest in the residential and comercial sectors. A
year-by-year comparison of cumulative installecd peai kilowatts makes this

result apnarent.

8.) Conclusions, Assessnent and Extensions

8.1 Conclusions and Extensions Heeded for PV]

The diffusion of the photovoltaic technolojy will not occur
immediately. Yet, government money, spent wisely, can acceleﬁite private
sector adoption and shorten the time until the technology beconzs
viable. HNot surprisinjly, the analyses of jovernment stratejies showed
that the cost of PV is the major barrier to PV's successful diffusion:
little adoption will occur while PV is a non-competitive energy source.
How long it takes for PV to become compatitive will in larje part be
determined by the arrival dates of the second and third staje
technologies. Reasonable assumptions were made in the model apout the
arrival dates of these technolojies, but there is certainly no juarantee
that they will arrive "on time."

Since the dates of future technology changes are unknown, the PVl
model cannot forecast the time path of diffusion with much certainty. In
addition, PV1 penetration forecasts have limited validity, in an absolute
sense, because PVl uses a time-invariant probability-of-purchase as well
as a time-invariant aggrejate distribution fraction. 4hile the absolute
forecast numbers may be off, they aré u;eful because they can be compared

relatively between strategies to determine superior allocation policies.
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Several results with broad implications surfaced in the strategy analyses
of Section 8. They are sumarized as follows:

1) .hen PV costs are high and far from competitive, subsidy
spending is unlikely to help speed diffusion. Instead, subsidy
spending is, in such circunstances, essentially wasted muney.

2)  Subsidy spending is very effective once PV costs approach
conpetitive levels.

3) ‘1D sdending is essential to diffusion. lithout it, thes public
remains unaware and PY is perceived as too risky to chancz
nurchase.

1) 1D spending is most effective when spent early. %iffusion can
be accelerated particularly well in the residential and
commercial sectors.

It must be stressed that government spending projrams nave to be
coordinated to achieve maximum impact. The results indicatevthat,
ultimately, a jood 42 policy coupled with a bad subsidy policy is not
mich better than'no policy at all. The reverse also seems to be true.

Theoretical rasults on optinal M) spending patterns show that
demonstration projects should be concentrated in sectors that show
increasing mar;inal private sales for each additional govarnmnant
installation, but that funds should be spread out once a decline in
private marjinal PV sales is perceived. The analysis results, howevar,
seemed to suggest that because of low intra-sectoral contact in the
snaller-sized sactors, more 1D funds should be allocated to the larger
sectors.

The theoretical results on subsidy spending advocate a wait period
until fim revenues beqgin to rise (i.e., annual sales bejin to increase)
hefore deploying subsidy funds. The position is taken that private
purchases should be heavily subsidized initially, followed by a period of
jradual reduction in the subsidy rate as the price elasticity of demand

begins to decrease. Yet, in the strategy simulations on PV1, subsidy

»
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money was expended very rapidly under such a subsidy policy, because as
penetration bejan to catch, price elasticity seeaed to increase. A
policy rf near complete subsidization in such a situatién quickly
depletes a fixed budget; a reasonable budget might have been expende.
hefore subsidy dollars could make a permanent positive impaét on the
diffusion rate. The stratejy analyses imply that the suosidy rate should
be dacreased as sales and elanicity increase: this saves ;ubsidy funis
for later years when modest spendinj can promote large sales increases
whick, hecause of economies of scale, begin to support a lower PV price
leva]l themselves.

The jovarnaent stratejies analyzed here were limited ir numdar: no
attempt was made to study the relation of the diffusion rate of PV to the
allocation of funds to TJ, ARID and advertising. It was also not
possible to conclude much about the sensitivity of market penetration to
the subsidy allocation strategy because the subsidy budjet was not heldy
fixed. The sensitivity of the diffusion rate to exojenous variables such
as real annual elactricity rate rise is certainly worth exploring throujh
more model simulations.

An important assumption of the PVl model is that all PV installations
will work successfully. Under this assumption, technical screen
acceptability will be a continuously increasing function of cumulative
installations. The introduction of PV failures, howevar, could seridusly
set back the PV projran. Work on modeling the failure possibility is
currently under way. (See Lilien and Kalish [1980b] for some preliminary
analyses.) How long PV diffusion would be delayed by installation
failures will be a function of the number of failures, the seriousness of

the failures, their visibility, the duration of time until all new
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installations arz successful, and of course, the time it takes to chanje

unfavorable perceptions into favorable ones.

Improvements that are needed to make the PVl aodel nore realistic

include:

1)

2)

3)

4)

6)

7)

Estimation of region-specific distribution fractions wnich will
increase over time;

Estimation of probability-of-purchase which may de
sector-denendent and probably will change over time;

Use of a weighted averaje cost of electricity bised on different
real annual cost increases of the different fuels in a utility's
fuel ~ix;

Incorporation of learning curve cost declines into the PVl cost
formulation;

Developnent of a distribution of averaje PV installation sizes
for the comnercial, industrial, agricultural and
jovernment/institutional sectors.

A breakdown of the resicdential sector into single family hones,
duplexes, apartments, etc.

Tompiling income distribution information so that PV tax credits
can he moceled.

Ty makinj thase cranjas ani extensions to the model the forecast numbers

of market penetration will assune increased validity. As the mudel

stands currently, relative comparisons are safest.

8.2 ctxtensions to Other Technolojies

The yreatest asset of the PV1 model appears to be its incorporation

of a beliavable model of consumer adoption. PV1 does not rely on an

exogenously-defined functional form to derive narket penetration

forecasts, unlike other major solar penetration models. PV1 is more

flexible than these other models because its basic diffusion-model

structure leaves room for a wide range of diffusion phenomena to be

added.

‘thar solar diffusion models, which characterize diffusion

phenormena with a handful of arbitrary parameters, cannot achieve the
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realism or the detail of the PV1 model approach.

In the sare way, the rodel-structure and modeling approach appear

applicable to other technologies. The PV1 model is PV specific, but the

approach is general:

(1) Study and understand the likely acdoption process for the
technology under study.

(2) Build a behaviorally-based diffusion model, incorporatin; that
understanding of adoption.

—
w
~—

Calibrate the model using as rmuch objective data as possitlec.

—~
<>
~—

Study policy alternatives using a combination of quantitative
mocdel outputs and theoretical results.

The PV1 approach is adaptive, evolutionary and data based. Further

use should deronstrate that it is self-correcting--when it is in error,

the source of the error will become apparent and the model will be

nodified. This sane set of model-based concepts shoulc be applicaule to

a wide ranje of new technologies, especially in the energy field.
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Appendix 1: PY1 Strategy Comparisons

The tables in this appendix present forééasts of market penetration, »
costs of PV, and costs of government prograns for the 15 strategies run
on the PY1 computer nmodel, !arket penetration figures are measured in
cunulative peak kilowatts and are aggregations of PV sales fron tue six
sectors. Both gross and subsidized cost per peak watt of PV are jiven
for each year of the forecast period. In several instances the
subsidized cost is higher than expected, given the subsidy rate. This
Yappens because subsidies are subject to a ceiling limit, The government
spending column in each of the tables is an aggregate value of annual iID,
TD, ARND, advertising and subsidy spending. Cumulative 15-year totals
for each category accompany each table.

Narket development spending is allocated equally across the
residential, cormercial, agricultural, industrial and
jovernnent/institutional sectors in all strategies except Strategy 15. .
*lo 'D funds are allocated to the central power sector since pr2liminary
nodel runs %ave demonstrated that utilities will not adopt PV unless the
subsily ceiling is raised into the mi]lions; ror strategy 15, !ID funds
are split egually between the rasidential and commercial sectors.

Although the spending strategies for the MD, TD, ARND and advertising
options reflect plausible government actions, the subsidy rates used in
several strategies are undoubtedly too high, and lead to sowe large
subsidy expenditures. Government has not yet placed limits on subsidy
spending, but it can be assuimed that some of the curulative sudbsidy
fiqures calculated by the PV1 nodel exceed a realistic budget.
evertheless, the use of inflated subsidy rates has the advantage of

showing how diffusion occurs once it gets going. In the case of
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strategies with only modest subsidization, where PV does not diffuse all
that well, this glimpse is not afforded within the 15-year forecast
duration.

A vital model assurption on which all results depend is the timing of
the Stage 2 and Stage 3 technologies. C(learly, if the time until these
technoloaies arrive is shortened, then diffusion will be speeded up; if
it is longer than expected then diffusion will be slowed. Hote that,
except for the baseline strategy, the allocations of TD and ARID funus,
which determine Staje 2 and Stage 3 arrival dates, were kept the save for
each strategy ($400 mil1lion for TD, $703 for ARID). For all models,
these funds were spent at double the rate of the most likely annual
amount so to hasten the arrivals of the advanced technologies. i{ad they
been spent at a slower rate, some of the more interesting dJiffusion
effects which occur late in the forecasts wolld have been delayed anu
missed. Using the terminology of Section 5.4g, the specifications of

Stage 2 and Stage 3 arrival dates are as follows.

Stage 2 Stage 3
t 3 6
t, 6 19
t, 12 30
ty 4 7
D 50 40

The uninstalled cost per peak watt of PV at Stage 3 was set to the 1935
DOE target of $.70.

Finally, it is important to remember that deviations in input
variables that are held constant in these analyses (e.g., the efficiency

of the PV cell, set at 12%) might cause different results. All such
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variablas were provided with either objective Jata or best estimate input

J

values.
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Table A-1

Summary of Results

Cuaulative Average Cost Government .Spending
Year Installed Peak W Per Peax .att (mil1ionsg
Suv ross
1 3%4 T5.33 .32 6.0C
2 8 43.44 43.44 6.0C
3 1832 32.45 32.45 6.00
4 4121 20.40 20.40 6.00
5 9520 11.93 11.93 6.00
5 17755 8.02 8.0 6.0u
7 23336 6.93 6.23 6.00
c 40745 5.52 6.52 G.02
9 54563 6.23 6.28 6.00
10 695350 3.13 6.13 6.0C
1 85510 6.03 6.03 6.0G
12 103575 2.12 2.12 0.00
13 22333 2.07 2.C07 6.00
4 141593 2.07 2.07 6.0u
15 161273 2.07 2.07 6.05
Cunulative 1D spending (nillions) = 75.00
Curulative qovernment TD spending (millions) = 0.00
Cunulative private TD spending {millions) = 0.00
Curnulative ARND spending (millions) = 0.00
Cumulative subsidy spending (nillions) = 0.0C
Curulative advertising spending (millions) = 15.00
Percent of curmulative penetration that is private = 0.8121
description of Strategy: Strategy 1
Annual Spending (millions)
Year MD Year TD Year AR:D
T-15 -5 I-15 0 1-15 0
Year Subsidy Rate
l-'.)

Electricity rate rise = .00
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Table A-2

Surmary of Results

Cunulative Average Cost Governiient Spending
Year  Installed Peak ‘W Per Peak latt ___(naillions)
Sub ross

1 334 T15.33 .33 -~ 206.0G
2 921 43.44 53.44 20G.00
3 1832 32.45 32.45 206.00
3 4121 20.40 20.40 205,30
5 3735 3.78 3.78 106.00
g 13513 3.61 3.501 165.00
7 29502 3.41 3.4 106.C0
8 43455 2.20 2.20 6.00
9 53582 2,15 2.15 6.C
13 74379 2.14 2.14 6.00
11 32147 2,12 2.12 6.00
12 110214 2.10 2.10 6.00
13 128633 2,09 2.09 5.00
14 1525136 2,00 2.C3 6.00
15 167333 2.07 2,07 6.30

Cunulative
Curwlative
cunulative
Cunwlative
Tuulative
Curlative
Percent of

D spending (willions) = 75.00

government TD spending (millions) = 400,00
private 7D spending (millions) = U.00"

AR{D spending (millions) = 70C.00

subsidy spending {rillions) = 0.GC

alvertising spending (millions) = 15,30
cusulative penetration that is private = 3.3591]

Jdescription of Strategy: Strategy 2

Annual Spending (millions)

Year D Year T9 Year AND
T-1% 5 T-Z 100 -7~ o
5-15 0 3-15 0

Year Subsidy Rate
T-13 ""'"6““‘

Tlectricity rate rise = .03
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Table A-3

Surmmary of Results

. Cunulative Averajge Cost Government Spending

Year Installed Peak Per Pealk !latt (millions)
o SUb T gross”

1 384 12.44 15.33 206,135

2 g2z 40.50 43,33 260.97

3 1823 29.56 32.40 + 208.01

4 4352 17.25 20.20 212.42

5 10477 2.20 3.77 113.23

5 13643 2.16 3.5C 117.19

7 30879 2.05 3.4 119.34

3 4335 1.32 2,21 15,00

9 53372 1.23 2.15 17.02

10 75875 1.23 2.14 17.92

11 93244 1.27 2.12 15,61

12 111307 1.25 2.10 13.17

13 130015 1.25 2.03 19.51

15 143255 1.25 2.0C 1°.37

15 168242 1.23 2.05 18.75

Cunulative D spending (millions) = 75.00

Curwlative government TD spending (iiillions) = 400.UC
Cunulative private TD spending (nillions) = 0.00
Cumulative ARND spending (millions) = 703.0C

Cuniulative subsidy spending (millions) = 141.31

Curulative advertising spending (millions) = 15,00

Percent of cumulative penetration that is private = C.5717

Description of Strategy: Strategy 3
Annual Spending (millions)

Year H - Year 1D Year ARND
T-15 5 1-4 100 1-7 153
5-15 0 3-15 0

Year Subsidy Rate
I-15 TJ{

Electricity rate rise = .03
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Table A-4

Summary of Results

Cunulative Average Cost Government Spending
Year Installed Peak YW Per Peak 'latt ~ (millions)
i sub ross
1 284 TT.3) .33 206.13
2 922 32.69 43.43 207.01
3 1333 29.03 32.40 208,23
1 4359 15.25 23.20 214,47
5 10477 1.35 3.77 117.59
5 19532 1.2 3.30 124.52
7 31429 1.08 3.42 150,22
3 57263 .45 2,25 43.73
9 116533 0.10 2.01 87.55
10 215153 0.31 1.54 131.25
1 411343 0.23 1.39 220.33
12 763308 0.25 1.22 359.33
13 1393301 0.23 1.13 537.05
14 245C132 0.20 1.92 3%5.21
15 4231105 . 0.13 0.91 1234.63

Zurulative (1D spending (1iillions) = 75.00

cumilative qovernient TD spending (millions) = 400,30
Cunulative private TD spending (1iillions) = 0.0C
Cutwulative ARND spending (millions) = 700,0

CuriuTative subsidy spending (millions) = 353G.53
Cutulative advertising spending (nillions) = 15,00

Percent of cuuulative penetration that is private = 0.3334

2]
v
n
(]

Description of Strategy: Strategy %

Annual Spending (millions)

Yzar D Year T2 Year ARD
1-15 5 T-4 100 1-7 1C0
5-15 J 3-15 J
Year Suusidy late
T-15 ¢

Electricity rate rise = .02
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Table A-5

Summary

of Results

Average Cost

Per Peak datt

ross
.33
43.42
2.41
2C.75
3.92

ieds)
oS

2.79
1.60
1.73
1.50
1.32
2.23
2.14
2.03
2.05

Cunulative
Year  Installed Peak 'l
Sub
1 334 12.22
2 922 40.¢7
3 1864 29.°3
4 4245 7.8
5 11057 0.33
5 27822 0.1
7 55555 0.07
S 145139 0.0%
9 309505 0.00
C 526550 G.00
11 655322 0.79
12 6306935 1.34
3 707691 1.25
4 7230} 1.23
15 750242 1.23
Cunulative 1D spending (millions) = 75.00

Government Spending
(millions)

20€.13
2035.95
207.8"
212.21
126,82
157.47
205.55
125.3,
203.34
475.12

25.20

22.C1

21.02

21.35

21,55

Curwlative government TD spending (millions) = 400.00

Cumulative
Cumulative
Cuniulative
Cutulative

private TD spending (millions) = 0.00
2ND spending (millions) = 700.CC
subsidy spending (nillions) = 1125.52

advertising spending (millions) = 15,00

Perzent of cunulative penetration tinat is private = 0..231

Description of Strategy:

Year 1D

Strategy 5

Annual Spending (millions)

Year
Tz
5-15

TD
100
0

Year Subsidy Raté

11-15

1.0
JA

Year AR:1D
3-15

Clectricity rate rise = .03
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Table A-6

Suinmary of Results

Cuulative Averaje Cost Jovernment Spendiny
Year Installed Peak i Per Peak Watt (millions)
sudb.c . gross

1 3805 T15.33 3'1'5‘.33 250,30
2 12033 3.27 5.27 25C.00C
3 28094 5.83 6.33 250.00
4 47313 6.03 6.03 230.03
5 75953 2.30 3.20 150.00
¢ 105128 3.17 3.17 150.03
7 136392 3.22 3.22 150.90
N 175704 2.05 2.05 60.CC
2 213895 1.34 1.34 60.03
10 250369 1.97 1.97 50.0U
1 273612 1.90 1.2 0.30
12 236465 2.16 2.15 2.00
13 314553 2.04 2.0 0.0u
14 332375 2.0% 2.04 0.350
15 351397 2.03 2.03 0.00

Curulative !1D spending (millions) = 50C,J0

Cunulative jovernment TD spending (millions) = 400,60
Cunwlative private TD spending (millions) = J.0C
Zurulative AR!D spending (millions) = 700.00

Zuitulative subsidy spending (millions) = C.00

Curwlative advertising spending (millions) = 100,20
Percent of curnulative penetration that is private = 0.5337

Description of Strategy: Strategy O

Annual Spending (millions)

Year 1D Year T0 Year ARID
1-15 50 T-3 130 1-7 1G5
11-15 0 5-15 0 8-15 0

Year Subsidy Rate
T1-15 Aﬁi

Zlectricity rate rise = .03
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Table A-7

Summary of Results

Cuinulative Average Cost Sovernment Spending
Year Installed Peak !l Per Peak Watt (nillions)
sub___ gross A
1 38C° T2.21 15.33 251.24
2 12515 6.39 0.25 257.55
3 42740 0.97 7.C5 420.3%
4 126237 0.35 5.19 635.42
5 337325 0.0° 2.04 053,15
d 420433 0.53 2.3 332.0°
7 487020 0.G3 2.94% 230.71
S 60C582 0.42 2.03 205.0.
9 847251 0.32 1.58 332.35
135 345847 0.24 1.1% 492.50
1 1413301 0.70 1.17 31.23
12 1433750 1.25 2.1C 15.34
13 1452873 1.27 2.12 15.17
A 1472211 1.22 2.03 15.37
15 1461755 1.22 2.03 15,85

Cunulative D spending (millions) = 5C0.00

Cumulative government TD spending (millions).= 400.0C
cunulative private TD spending (1illions) = 0.0C
Curulative ARND spending :(millions) = 700.C0

Cunulative subsidy spending (millions) = 2225.4:
Curwulative advertising spending (millions) = 100.00
Percent of cunulative penetration that is private = 0,894

Description of Strategy: Strategy 7

Annual Spending (millions)

Year HD Year TD Year ARND
T-1¢ 50 -4 100 1-7 106
11-15 0 5-11 0 8-15 0

Year Subsidy late

]‘5 ]oo

5-10 .8

11-15 A4

Electricity rate rise = .03 )
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Table A-8

Summary of Results

Cunulative Average Cost Sovernnent Spending
Year Installed Peak U Per Peak ‘latt (millions)
: sub ross

1 7553 T12.20 15.33 322.34
2 41837 1.69 7.%2 472.07
3 148570 0.49 5.15 756.87
4 430388 0.20 4.40 452.99
5 1115752 0.05 2.04 1505.33
3 1274179 0.3) 1.89 335,33
7 1306543 0.39 3.05 172.63
8 1372950 0.45 2.27 122.47
9 1508754 0.34 1.70 133.25
1C 1758490 0.26 1.29 63.30
11 1305335 0.97 1.61 25.75
12 1324673 1.13 1.89 14,51
13 1844177 1.25 2,09 16,20
4 1353350 1.21 2.02 15.93
15 1383588 1.21 2,302 16.03

cunulative 1D spending (nillions) = 500.00
Curulative government TD spending (millions) = 400.00
cumulative private TD spending (millions) = 0.0C
Cumulative ARND spending (millions) = 700.00
~unulative subsidy spending (millions) = 3333.17
runulative advertising spending (millions) = 100.00
Parcent of cumulative penetration that is private = 0.5314

Yeér
l‘J
5-15

Description of Strategy:

Strategy 3

MD
100
0

Annual Spending (millions)

Year
-7
5-11

Year

Year
l"l
3-15

Subsidy Rate

15
5-10
11-15

“lectricity rate rise = .03

ARND
100
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Table A-9

Summary of Results

Cunulative Average Cost Sovernment Spending

Year  Installed Peak KW Per Peak ‘'latt __ (millions)
' sub gross

1 3803 T12.21 .23 261.24
2 12019 5.39 9.26 267.50
3 42743 0.97 7.05 420.3%
4 126231 0.35 5.19 - 633.40
5 337385 0.09 2.64 663.16
6 616332 0.47 2.19 6G2.46
7 959545 0.48 2.28 760.62
8 1724327 C.28 1.39 853.25
9 3248239 0.22 1.19 1365.64
10 £923555 0.1C 0.82 1763.C5
11 7739385 0.41 0.58 48¢.17
12 3046924 0.55 0.93 455.12
13 10130729 0.62 1.03 437.92
3 11705740 0.5% 0.96 6C4.5C
15 13750316 0.51 0.85 690.35

Cumulative ') spending (millions) = 5CC.00

Curmulative government TD spending (millions) = 400,00
Cunulative private TD spending (millions) = .00
Curulative ARND spending (millions) = 700,00

Cumulative subsidy spending (millions) = 8332.2

Curulative advertising spending (millions) = 100.00
Percent of cumulative penetration that is private = 0.33.2

Description of Strategy: Strategy 9

Annual Spending (millions)

Year D Year TD Year ARID
1-10 50 T-4 100 -7 103
11-15 0 5-15 0 8-15 0

Year Subsidy Rate

]'5 Ioc

6"10 08

11-15 4

Electricity rate rise = .10
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Table A-10

Summary of Results

Averaje Cost

Governnent Spending

Year  Installed Peak Kl Per Peak llatt (nillions)
sud ross
1 7558 12.20 .33 322,34
2 41207 1.69 7.42 472.07
3 1438571 0.43 5.15 756,38
4 70561 2.75 5.18 3%4.20
5 230142 0.35 3.30 274.25
5 332257 0.61 2.37 230.76
7 554209 0.53 2.68 556.50
s 1616335 0.27 1.35 502.70
9 1340636 0.47 1.17 548.17
10 3721425 0.35 0.33 932.7.
11 5091147 0.30 .75 1327.72
12 3341541 0.32 0.79 1120.95
13 10734971 0.34 0.34 12C7.17
14 13187432 v.34 .35 1245, 17
15 15635459 0.34 0.35 1257.22

Tuitulative
Curwulative
Zunulative

cunulative
Cumulative

lercent of cunmulative penetration that is private = .

:'D spending (willions) = 5C5.00
qovernment TD spending (millions) = 4006.20
private TD spending (millions) = 0.0u
Curulative ARND spending (millions) = 70C.0u
suusidy spending (millions) = 9341.01
advertising spending (millions) = 100.00

~ap

Jt'e
Description of Strategy: Strategy 10

Annual Spending (millicns)
Year gg Year Year ARUD
T-5 150 -3 1-7 T30
6-15 0 5-15 3-15 0

Year Subsidy Rate

4:8

9-15

Zlectricity rate rise = .10
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Table A-11
Summary of Results
Cumulative Average Cost Governnment Spending
Year Installed Peak Kil Per Peak latt (nillions)
‘ (TH) ross
1 7558 T12.20 .33 322.34
2 41007 1.59 7.42 472.G7
3 94214 1.74 5.35 46C.0.
4 125521 2.73 5.22 342.05
5 179144 0.21 3.30 230.07
5 2911C4 0.0 2.75 35:5.1C
7 520539 0.57 2.04 574.75
8 787734 0.5C 1.20 150.00
g 49392 0.78 1.29 C3.5¢
10 1043363 0.97 1.62 60.357
N 1061636 1.92 1.92 0.0y
12 1038335 2.10 2.1C 0.00
13 1033333 2.0% 2.04 0.00
14 1118025 2.03 2.C3 0.00
15 1135410 2.05 2.05 0.0C

Cumulative 1) spending (nillions) = 503.00

Cunulative government TD spending (willionsj = 402.00
Curiulative private TD spending (millions) = G.00
Curulative AR!HD spending (millions) = 700.CO

Cunulative subsidy spending (millions) = 14335.32
Curwlative advertising spending (millions) = 100,00 .
Percent of cumulative penetration that is private = 0.3235

Description of Strategy: Strategy 11

Annual Spending (millions)

Year "D Year TD Year ARND
1-5 100 1-4 100 1-7 100
6-15 0 5-15 0 8-15 0

Year Subsidy Rate

1"2 'oo

3 .9

4.7 .8

8 5

9-10 A

11-15 0

Electricity rate rise = .10
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Table A-12

Summary of Qesults

Cunulative Average Cost qovernment Spending
Year  Installed Peak W Per Peak .latt (millions)
sub =~ gross
1 7553 T2.20 T15.33 322.34%
2 41007 1.69 W42 472.07
3 214 1.7% 5.35 450.03
4 125521 2.73 5.22 349.05
5 179144 0.91 3.26 230.07
5 291184 0.30 2.79 30,10
7 520530 0.57 2.04 574.75
3 737794 0.30 1.20 150,30
9 943392 0.78 1.2 83.5C
1C 1043363 0.37 1.G2 60.47
1 1137505 1.07 1.79 97.56
12 1207930 0.97 1.61 105.71
13 1505650 0.34 1.40 167.10
14 2112299 0.59 1.15 233.35
15 2353253 0.52 1.04 345.02

Zuwlative (1D spending (millions) = 500.0C

Cuiulative jovernrent TD spending (millions) = %00.00
cuaulative private TD spending (milliuns) = 0.00
Cumulative ARND spending (millions) = 700.0C

Curiulative subsidy spending (millions) = 2335.25
Cuulative advertising spending (millions) = 100.00
Percent of cunulative penetration that is private = 0.3705

Description of Strategy: Strategy 12

Annual Spending (aillions)

Year Ho Year 10 Year ARND
1-5 10 1-4 130 1-7 150
5=-15 0 5-15 0 3-15 0

Year Subsidy Rate

1-2 1.0

3 )

4-7 .8

3 .5

8-15 .4

Electricity rate rise = .10
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Table A-13

Summary of Results

: Cuniulative Averaje Cost Government Spending
Year  Installed Peak X Per Peak latt (milldons)
suc T0SS .
] 36314 12.17 5.33 808.3.
2 133774 6.05 5.47 754.72
3 215546 0.92 4.55 479.82
4 230162 2,32 5.25 234.09
5 250632 0.94 3.47 151.75
6 297229 0.75 3.23 217.55
7 398525 0.62 2.35 327.26
S 575233 0.54 1.28 112.83
9 731195 0.74 1.24 77.25
10 356018 0.89 1.49 74.27
n 1632592 0.95 1.58 111,76
12 1350755 0.87 1.45 183.90
13 1907299 0.67 1.12 250.11
14 2354557 0.59 0.9° 375.47
15 4426856 0.54 0.90 566.02

Cumulative D spending (millions) = 500.00

Curwlative government TD spending (millions) = 400,00
Cunulative private TD spending (millions) ="0.00
Cumulative ARND spending (millions) = 700.00

Cumulative subsidy spending (millions) = 3025.21
Curulative advertising spending (millions) = 100,00
Percent of cumulative penetration that is private = 0.39525

Description of Strategy: Strategy 13

Annual Spending (millions)

Year D Year TD Year ARND
-5 500 T 00 - -7~  T00
G-15 0 5-15 0 3-15 0

Year Subsigx Rate

'-b To

3 9

1-7 .8

8 R

9-15 A

Electricity rate rise = .10
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Table A-14

Summary of Results

Cumulative Average Cost Government Spending
Year Installed Peak KW “Per Peak l\latt (millions)
sub T0SS

1 35313 T15.33 .33 800,00
2 44743 5.33 5.38 200.00
3 54624 7.17 7.17 200.00
4 56343 6.61 6.61 20G.00
5 79692 3.33 3.33 100.00
6 94331 1.00 3.23 133.50
7 112187 0.95 3.32 142.33
3 149357 0.42 2.02 62.26
9 223727 0.38 1.92 114,15
10 330059 0.52 1.54 55.47
n 527919 0.38 1.40 115.54
12 384447 0.75 1.25 173.04
13 1503073 0.07 1.1 276,52
14 2553524 2.59 0.99 419.99
15 4331365 0.54 0.89 528.55

Cuaulative
Zurulative
Curnulative
CuruTative
Curtulative
Cumulative

D spending (nilli

government TD spending (millions) = 400.00

private TD spendin
ARiD spending (mil
subsidy spending

advertising spending (millions) = 100.00

ons) = 500.00

? (millions) = 0.00
jons) = 700.00
millions) = 1336.04

Percent of cumulative nenetration that is private = 0.5925

Description

of Strategy:

Annual Spending (millions)

Strategy 14

Year D Year TD Year ARND
T 500 T-% 10C -7 o0
2-15 0 5-15 0 3-15 0

Year Subsidy late

-5 0

6-9 .8

10-15 4

Zlectricity rate rise = .10
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Year  Installed Pecak i{W

1 7973
2 44154
3 99397
4 129435
5 192794
6 337021
7 650551
8 1126274
9 1511825
10 1794993
11 2087040
12 2513269
13 3533753
14 5100451
15 7336060

1v=-113
Table A-15

Summary of Results

Average Cost
Per Peak llatt

sub

10.97
0.96
1.24

0.73

OO0 O0CO0O0COO0O0OO0O
* L]
HPrnONOIO TP

WIMNOWLOPMLW-HI0

Government Sszendin-,

(millions

aross
15.33
7.04
5.13

OO et eland b == NI QO D
L} . * * L] ® L] [ ] L] L ] L]
O

OSSN et YD CQOOCCTIFICYOY

NOOOMRWIIYO O WKLY

Cunulative MD spending (millions) = 500.00

Curulative government TD spending (millions) = 400.00

Cunulative private TD spending (millions) = 0.0C
Cumulative ARND spending (millions) = 700.00
Cunulative subsidy spending (millions) = 3903.12
Curwulative advertising spending (millions) = 100.0C
Percent of cuinulative penetration that is private = 0,987%

323.32-
47%.04
408.85
342.24%
300.53
400.53
684.66
257.9G
161.29
13C0.25
156.57
265.55
370.03
545.83
710.27

Description of Strategy: Strategy 15 (Sectoral Concentraticn)

Year MD
-5 100*
2-15 0

Annual Spending (millions)

Year
T
5-15

3
4-7
8
9-15

10 Year
100 -7
0 8-15

Year Subsidy Rate
I‘L .

.9
.8
5
A

Electricity rate rise = ,10

ARND
160

*Funds are allocated equally and totally to the resident . &

cormmercial sectors.
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Appendix 2: Questionnaires for

lesidential Field Data Collection



RESPONDENT #

IV 115 —-
i (1 -4
‘ TELEIHONE QUESTTONNAIRE TOR PHOTOVOLTAICS

Sereener

Date

/

;
[ ’ Ld -

‘Helle, my name is . I'm calling you jor

an independent market research firm. We're working with the Sloan School

of Management at MIT to conduct a survey about solar energy.

1'd like to ask you a few brief questions.

A. First, in order to determine if you qualify for the study, would you please
tell me 1if you reside in any of the following communities. Do you live in:

(READ LIST)
GREEN (5) YELLOW (6)
Yes No Yes No
Arlington 1 R Norword l R
Bedford 2 R Medfield-=====—w-=m 2 R
Belront 3 R Westwood—===—m=a—- 3 R
Burlington 4 R Sherborn-——==m=e—-- - 4 R
Lexington 5 R Dover 5 R
Lincoln 6 R Needham- 6 R
(IF "NO" TO ALL CITIES, TERMINATE) Dedham 7 R
Walpole 8 R
1. Do you currently own a home?
Yes -1 ' No -2 (TERMINATE) 1
2. Does your home use electric power for home hcating? 8__

Yes -1 : ! No -2

—— e—

3. Are you the person who makes most of the decisions about things 11ke the
heating, the plumbxng and the electr1c31 systems in your home?

(IF NOT: ASK TO SPEAK TO THE PERSON WHO IS AND REPEAT, “Hello, my name is
« I'm calling you for : ’ an
independent market vesearch firm.")

We're conducting a study about solar energy and 1'd like to ask you to
participate. Its results will be used in the development of énergy policy.

Let me tell you how the survey works. First, 1'11 ask-you a few ques-
tions over the telephone. That will take about ten : minutes. When we're
done, I'11 mail you some information about solar energy systems. This material
will also include a questionnaire. We ask you té read through the material
that is sent and to discuss it with your family. Then, we'd like you to com-
plete the questionnaire and return it in a prepaid return envelope.

. .. .. . P - e e —agmt
P .
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I'11 call you back again, in about a week, to answer any questions you
may have about the questionnaire.

Our study is based on only a few hundred respondents, and it's very importar

that we get a representative sample of households. 1In addition, most people
who have already completed the survey have found it to be both interesting
and informative. For these reasons 1'd really like you to agree to take part.

Are there any questions that you might have about the study? Will you par-
ticipate?

(1F NECESSARY): Of course, any iniormation you will provide will be
combined with all the other responses and will be used for statistical analysis
only. Your participation will be completely confidential and your name will
never be associated with this survey in any way.

Yes No (GO TO DEMOGRAPHICS AND TERNINATE)

, . Terrific! Let me firsttake your name and address so that I can mail
out the package of information.

Name
(9-25) (PRINT CLEARLY!
SOMLONE HAS TO
Address - COPY THIS OVER!)
(26-45)
City State Zip _
(46-59) "~ (61-62) (64-68)

Telephone Number

80-1
p Card 2 Duplicate 1-4

" You will be receiving the information about solar energy equipment in a week or
so. We'd like you to read the material, and to discuss it with your family if
you think that would be appropriate. Enclosed with the literature will be some
questions about the information presented. We would like you to complete the
questionnaire and return it to us in the postage paid return envelope that will
accompany it. I will be calling you back in about a week to answer specific
questions you might have about the survey. If you don't have any questions, and
can complete and mail the survey before I call again, please do so.

INTERVIEWER NAME:

TIME START ) : . TIME B _°©

Now, ui;lnxs, V,,let me ask you the first set of questions. To
start with, ..cccceee
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TELEPHONE QUESTIONNAIRE FOF PHOTOVOLTAICS

1. Are you currently using any kind of solar energy system in your home?

Yes -1 No -2 (SKIP TO Q. 2)

la. For what purpose are you using your solar energy system?
Water Hcating ____ -1 (If only water heating, skip to Q. 7)
Space Heating -2
Both Water and Space Heating -3

Other (specify) -4

1b. Do you have an active or a passive solar energy systewm?

Active -1 (SKIP TO Q. 6a)
Passive -2 (CONTINUE WITH Q. 2)
Both -3 (SKIP TO Q. 6a)

Uncertain

|

(NOTE: IF RESPONDENT TS UNCERTAIN, -ASK):
Could you please describe how your solar
‘'system works? (Then continue with Q. 2))

2. Other than in a picture, have you ever seen a home equipped with solar
collectors or solar panels?

YES -1 NO .. -2 NOT SURE -3

Co————

(IF “PASSIVE" IS CHECKED IN Q. 1lb, SKIP TO Q. 6a)

3. Do you know anyone who is now using solar energy for home or water heating?

YES -1 NO -2 NOT SURE -3

L]
b

4. Have you actually gone looking for information about solar home or water
heating equipment from a solar equipment manufacturer or dealer, a builder
or an architect?

YES -1 NO -2

n——— s
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5. Are you likely or unlikely to have an active solar home or water heating
system installed in your home in the next year? (AS NECESSARY): 1Is that
very likely/unlikely or somewhat likely/unlikely? And how about within the
next 5 years? (AS NECESSARY): Is that very likely/unlikely or somewhat

likely/unlikely?
Next Year Next 5 Years
Very likely . § -1
Somewhat likely -2 =2
Unsure =3 -3
Somewhat unlikely -4 =4
Very unlikely -5 =5

(SKIP TO Q. 7)

6a. About what percentage of your total heating needs are supplied by your
solar heating system(s)?

%

(IF "BOTH" IS CHECKED IN Q. 1b, ASK 6b. OTHERWISE SKIP TO Q. 7)

6b. And about what percentage of your total heating needs are supplied by
the passive portion of your solar heating system alone?

% (NOTE RESPONSE MUST BE SMALLER THAN
RESPONSE TO Q. 6a)

7. Now, I'd like to ask you a few questions about a different kind of solar
energy system. This system turns the energy of sunlight into electricity
rather than heat. It is usually called a photovoltaic (FOE-TOE-VOLE-TAY'-IC)
power system or a PV (PEE-VEE) system for short.

Prior to this survey, had you ever seen or heard anything about the use of
PV power systems that generate electricity for use in your home?

Yes -1 No -2 (SKIP TO QUESTION 15)

8. In your area can you currently buy photovoltaic power systems?

Yes -1 No == =2 Uncertain -3

9. Have you heard of any kinds of govermment sponsored financial incentives
to home owners who install PV power systems?

Yes -1 No -2 Uncertain -3

10. Would you agree or disagree with the statement, "I understand the financial
aspects of PV power systems". (AS NECESSARY): Would that be strongly agree/
disagree or moderately agree/disagree? -

L

Strongly agree -5
Moderately agree -4
Unsure; don't know -3
Moderately disagree -2

Strongly disagree -1
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11. And would you agree or disagree with the statement, "I understand how PV
power system work." (AS NECESSARY): Would that be strongly agree/disagree
or moderately agree/disagree?

Strongly agree =5
. Moderately agree A
Unsure , DK I |
Moderately disagree =2
Strongly disagree S |

1Y

122 Do you believe that you can or cannot currently obtain reliable and dependable

PV power systems for home use? (AS NECESSARY): 1s that definitely can/cannot
or probably can/cannot? -

Definitely can =5
Probably can -4
Unsure, DK I |
Probably cannot =2
Definitely cannot T |
. 13. Do you believe that you can or cannot currently obtain a PV power system that

makes economic sense for home use? (AS NECESSARY): 1Is that definitely can/
cannot or probably can/cannot?

Definitely can =5
Probably can =4
Unsure, DK o -3
Probably cannot =2
Definitely cannot S |

14, Do you believe that PV power systems will or will not be widely usec by
homeowners in your area within the next five years? (AS KECESSARY): 1s
that definitely will/will not or probably will/will not?

Definitely will

_—>

. Probably will -4 .
Unsure , DK -3 - i
Probably will not -2

Definitely will not = 3
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Next, I have a few questions about your home and home energy usage.

15. °  How old is your home? (READ LIST)

0 - 5 years -1 21 - 40 years
6 - 10 years =2 over 40 years
11 - 20 years -3 dk/refused

16. a. Does your home have insulation in the ceiling?

Yes -1

No -
Don't know::::::):%———-———(SKIP TO Q. 16)

b. How much ceiling insulation does your home have? (RCAD LIST)
1 - 3 inches -1 10 - 12 inches -4
4 - 6 inches -2 over 12 inches -5
7'~ 9 inches -3 Don't know 3 -
17. Does your home have insulation in the Walls?
Yes -1
No -2
Don't know -3
18. Does your home have storm windows or the equivalent (therma-pane
windows)?  (READ LIST)
25 26
Yes _—_ _3~> (IF YES:) on all windows? -1
on most windows? -2
on a few windows? -3

No
Don't know =3

—_—2

19. a. Do you have natural gas service available on your street?

Yes -1 No =2 Don't know

—_3

b. Do you have propane delivery service in your neighborhood?

Yes -1 No -2 Don't know

=3

c. Do you have home heating o1l delivery service in your neighborhood?

Yes

) | —_—

20. yhat fuel do you use for most of your cooking?

Electricity -1 GCas -2 Propane

No' -2 Don't know

-3

P

Other (specify) -4 Do not own -5
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21b. About how old is your primary heating system?
-1
"2
-3

What is the primary

I
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(READ LIST) (CHECK ONLY ONE RESPONSE)

Electricity: Is that:

Natural gas _ -3
Propane _—h
0il >
Coal -6
Wood -7

I

Solar energy __ -8

(IF "Solar" is mentioned, ask Q20b; otherwise, go to Q20c)

with baseboard radiant heat

with heat pump

something other than these (specify)

9
10

Do not own

1

0-5 years
6-10 years
11-21 years

fuel that you use to heat your home? Is it:

-1

-2

21-40 years

over 40 years

dk/refused

Is it: (READ LIST)

-4
-5
-6

22. What is the primary fuel that you use to heat water for showers and
baths, dishwashing, and so on?

Electricity -
Solar -5

1

Gas

Other (specify)

-2

——

0il -3

Propane ~4

-6

Do not know -7

23a. Does your home have a central air conditioning system?

Al

YES -1

NO

-2

23b. Does your home have individual, room air conditioning units?

24,

YES -1

—————

NO

-2

(If YES): How many units?

Approximately how much do you pay per month for electricity in ...

The summer §

the winter §

(If Don't Know, try to have respondent guess)
(READ FOR RESPONDENTS WHO WILL NOT PARTICIPATE):

In order to be certain that we are interviewing
a cross section of people I would like to ask
you a few statistical questions before we terminate.
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Demoyraphics

25.. Finally, I would 1like to get a little more information about you and
your household for classification purposes. Please tell me into which
of the following age groups you fall? (READ LIST)

under 25 -1
25 - 34 -2
35 - 44 -3
45 - 54 -4 ’ .
over 55 =5

26.' Wnat was the highest level of schooling you completed?
Was it: (READ LIST)

Post-graduate work or degree

Grammar school -1
High school -2
College -3

27. Including yourself, how many people live in your home?

28. How many are: (READ)
Adults 18 or over

Children under 18

29, Which of the following categories best describes your family's
composition?

You have children living at home with the youngest under age 6 -1

You have children living at home with the youngest age 6 to 12 -2

——

You have children living at home with the youngest age 13 to 18__ -3

You have no children living at home under the age of 19 ‘=4
: >

30. How many members of your household, ihcluding yourself, work outside
the home for 30 hours or more per week?

rp——
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31., Finally, it would help us a great deal in our statistical analysis if we
could get some idea about your income level. Was your total household
income for last year, before taxes, under or over $25,0007?

If "under" 1f "over"
\
Would that be Would that be under
under or over - of over $40,0007?
.$15,000?
under over under over
______-1 ______-2 _____;—3 =4
32. (RECORD SEX:) Male -1 Fe-iale -2

Lt

(IF AGREED TO PARTICIPATE:) . . . . .
Once again, thank you for agreeing to participate in this study.
1'11 get the material in the mail soon and you should have it in a week or
ten days. I'll talk to you again in about two weeks.
(IF DID NOT AGREE TO PARTICIPATE:)
Thank you very much for your time.

(STAPLE T SCREENER QUESTIONNAIRE)

(IF REFUSED TO ANSWER QUESTIONS 25, 26 or 31
DO NOT COUNT TOWARD QUOTA)

Interview: At Site -1



Massachusetts Institute of Technology
Alfred P. Sloan School of Management
50 Memornal Drne
Cambridge, Massachusetis, 02139

Dear Study Participant:

In this booklet you will find information about photovoltaic
(PV) power systems. The description of the system is followed by
a series of questions which relate to that particular description.
A few of the questions here ask for information about your household
energy usage. If you can, please use your records to answer these
questions as accurately as possible. If you are unable to determine
these answers exactly, please make an estimate. Other questions call
for you to guess about the future, or ask for your opinions. On
these kinds of questions there are no right or wrong answers, so
just try to respond in a way that reflects your beliefs as accurately
as possible.

'We will be calling you back in a few days to answer specific
questions you might have about the survey. If you don't have any
questions, and can complete the survey before we call again, please
do so.

Thank you very much for your help!

Sincerely,

Gary L. Lilien
Associate Professor of
Management Science.

GLL :dms
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PHOTOVOLTAICS SYSTEM FOR HOMES IN THE GREATER BOSTON AREA

The energy of sunlight can be converted into electrical energy for
your home by means of a photovoltaic (PV for short) generating system.
Such a system is composed of modular panels covered with 1ntetc0nnected
"solar cells” and a piece of electrical equipment called a "power in- -
verter." Wher sunlight strikes the solar cells, an energy regg;;on

takes place because of the special internal structure of the cells. ‘The
energy’ r:pctiqn produces electricity which is drawn off through wires
attached to the cells, and sent to the power inverter. One of the tasks
of the power inverter is then to "invert" the electricity (from DC to AC)
so that it can be used in the home.

As long as the sun is shining, the PV system will continue to supply
electricity to the home. However, the house still remains connected to
the local utility company's power supply. At night, or when the weather
is cloudy, the power inverter automatically switches the house over to
utility-generated power. On the other hand, when electricity produced
by the home's PV system is not being fully utilized (during the daytime
or when the family is on vacation), the power inverter sends whatever
energy is extra back to the utility company. (See Figure 1.) The home
is then c¢redited for energy sold to the company, but at a rate of 607 of
the utility company's regular prices because of the cost involved in
transferring the surplus power to other areas.

Most homes would need several solar cell panels. The number of panels you

would need depends on how much utility-generated electricity you would like
to displace. Because the solar cell panels are modular, you can install
enough solar cells to provide whatever fraction of your electric power needs
you wish. The panels can be mounted on your roof or installed in ‘your yard.
For example, you might choose a system that would provide for your home's
electric power needs except for hot water, space heating and air condi-
tioning. In that case, any additional electricity needed for those purposes would
be provided automatically by the utility company at the normal rate.
Of course you could install a larger PV system that would provide for

U all of your home's electric power needs and reduce your utility bills
to zero. If you increase the system size beyond that point you could
actually be selling power to the utility company on a regular basis,
and would receive payments from the utility.

A photovoltaic system comes with a 5-year manufacturer's warranty.
Panels are tested to ensure that they will withstand all possible climate
extremes in the area in which they are to be installed. The system
has an expected life of 20 years which is comparable to the expected life
of typical roofing material. A diagram of a photovoltaic system is shown
in Figure 2.
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Figure 1: POUER USAGE IN THE AVERAGE HOME (seasonal average)
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PHOTOVOLTAIC (PV) POWER SYSTEM FOR MASSACHUSETTS HOMES

A FINANCIAL EXAMPLE

The table on the following page shows financial information aqsocxated
vith owning and operating a PV system. The top row of the table shows vari-
ous dollar amounts of utility-generated electricity that can be dlsplaced by
the system. The second row shows the size of the PV system needed to displace
that much electricity. The system that is most appropriate for you thus
depends on how much utility-generated electricity you wish to displace, and
on the size of the system your property can accomodate. For example, if you
wish.to displace about $50/month, you would need a system that imeasures
about 500 ft.Z2. Looking further down in the colummn, you can 'see that a
system of this size has a gross cost of $8,600, but you would get a tax
rebate of $4,440, so the actual price of such a system would be §4,160.

This system saves $600 the first year after it is installed. Because
of expected inflation the system will save more each year, until, in the
S5th year, it saves $875, as the table shows. If you add up.'th yea;ly ’
savings ‘for S% years, the sum equals the actual price of the lysiem, 80
the 3ystem "pays back" in 5% years.

PRICE AND TAx REBATES: The gross price of a photovoltaic systen fo; your
home would depend on the size of the system as the table shows. The prices
shown include materials and installation. However, the federal ‘government
and the state of Massachusetts offer refunds, paid to you as.lump -sums sub-
tracted from your income taxes. (The tax rehate may be spread out over as
many years as you need.) The actual cost to you would thus be lower than
the gross price. For example, if you purchased a system cost:ng $10,000 you
would be eligible for $5,000 in tax rebates: .

: Gross Price $10,000
(minus) tax rebate 5,000
Actual Price $ %,000

SAVINGS: Because of 1nf1at1on, the cost of electricity will inergase as
the years go by. But since sunshine remains free, the sav:ngs from a PV
system will grow at the same rate. Over the past 10 years, electric
energy costs have increased at a rate of 102 per year. The most likely
projections would have the rates of increase over the next years be about
the same as over the last 10 years, that is, 10Z, so the estimates on the
next page use that figure. The system will not add any extra cost for
maintenance and upkeep.
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QUESTIONS ABOUT PHOTOVOLTAIC SYSTEMS

Have you seriously considered an alternative system for meeting your
electric power needs?

yes no

Approximately how much was your electric bill for an average month last
year? If you do not know please look it up, or as a last resort, guess.
How much do you expect to pay for electricity per month next year?

How much do you think you will bave to pay per month five years from
now (in 1985)? ’

last year $ /month next year $ /month in 1985 $ /month
(guess) (guess)

Assume for a moment that you are going to buy a PV system for your home.
Look back at the table in the preceding page, and think about what size
system you would be most likely to have installed. (You might want to
consider the amount of utility-generated electricity you'd like to displace,
displace, the cost of the system and tlie space you have available

to put it.) Approximately what size PV system would you buy?

200 sq. ft. - 500 sq. ft. 800 sq. ft.
300 sq. ft . 600 sq. ft. 900 sq. ft.
400 sq. ft. 700 sq. ft. 1000 sq. ft.

Taking into concideration your family's electric power needs and what you
know about PV systen prices, government incentives, and your own situation,
how much would yon expect a system of the size you indicated in Q. 3 would
cost you, if you were to buy one? Please check the number that comes closest
to your estirkate.

Actual price to you, $1,000 __ $6,000 __ $11,000 _—
after applicable $2,000 _ $7,000 _ $12,000 -
tax rebates: $3,000 __ $8,000 __ $13,000 _
$4,000 _ $9,000 _ $14,000 —_—
$5,000 $10,000 $15,000 __

over $15,000

If you were to install a photovoltaic system in your home now, for the price
you indicated in Question 4, about how much less would you spend on electric
power this year than you would spend using the utility company? Please
check the number that comes closest to your estimate,

less than $240 about $720 ($60/month)
about $240 ($20/month) $780 ($65/month)

$300 ($25/month) $840 ($70/month)
$360 ($30/month) $900 ($75/month) *-
$420 ($35/month) $960 ($80/month)
$480 ($40/month) $1020 ($85/month)
$540 ($45/month) $1080 ($90/month)

$600 ($50/month) $1140 ($95/month) .
8RAN (QRE femn i1 £120n re1nn/manesn '

—
———
——————
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Approximate Size System Required

(in square feet)

Approximate Cost

Gross Price
Tax Rebate

Actual Price

Estimated Savings

First Month
First Year

Fifth Year

Years to Payback*

PV SYSTEM SAVINGS

Dollars per Month of

Utility-Generated Electricity Displaced

6 1/2

% When sum of yearly savings equals actual price.

$20  $30  $40  $50  $60  $70  $80  $90  $100
200 300 400 500 600 700 800 900 1000
$5,100 $6,300 $7,200 $8,600 $10,000 $11,400 $12,800 $14,100 $15,500
3,040 3,520 3,880 4,440 5,000 5,560 6,120 6,640 7,210
$2,060 $2,780 $3,320 $4,160 $5,000 $5,840 § 6,680 $ 7,460 $ 8,290
$ 20 $ 30 $ 40 $ 50 $ 60 § 70 § 80 $ 90 §$ 100
$ 240 $ 360 $ 480 $ 600 ‘ $ 720 840 960 1,080 1,200
$ 350 $ 525 $ 700 $ 875 $1,050 81,230 $ 1,406 $ 1,575 $ 1,750
6 5 1/2 51/2 5 1/2 5 1/2 51/2 51/2 5

- 62L-AI



6a.

6b.

6c.

6d.

be.

’

Please copy your "Actual Price" If!'.olxg%uestion 4 here:
This is your .BASE PRICE: §

Please copy your annual savings estimate from Question 5

here. - This is’your BASE SAVINGS: $

Please look at your BASE PRICE and BASE
SAVINGS above. Thinking about your base
figures, how likely would you be to buy
a photovoltaic system for your home in
the next year? Please check the
appropriate space:

Prices for photovoltaic systems may go
down. Keeping your BASE SAVINGS (from
above) in mind, suppose you could buy a
system for 25% less than your BASE PRICE.
(The new price of the system would then
be 3/4 of your BASE PRICE.) How likely
would you be to buy a system in the next
year? Please check the appropriate
space:

Again using your BASE SAVINGS from above,
suppose that you could buy a PV system
for half of your BASE PRICE. How likely
would you be to buy a system in the next
year? Please check the appropriate
space:

Electricity prices may rise faster than

we now expect. Go back to your BASE PRICE
from above, but now suppose that your
savings are 507 more than your estimated
BASE SAVINGS. How likely would you be to
buy a system in the next year, if you could
get these increased savings? Please check
the appropriate space:

P

Assuming an improved technology in
photovoltaics, suppose that the PV system
originally described could also satisfy
the power demand for heating in winter and
air conditioning in summer, as well as
year-'round water heating, at your BASE
PRICE. How likely would you be to buy a
system in the next yvear? Please check the
appropriate space:

Certain, practically certain (99 in 100)

Alwost sure (9 in 10)

Very probable (8 in 10)

Probable (7 in 10)

Cood possibility (6 in 10)

Fairly good possibility (5 in 10)
Fair possibility (4 in 10)

Some possibility (3 1n 10)

Slight possibilicty (2 in 10)

Very slight possibility (1 in 10)

No chance, almost no chance (0 in 10)

Certain, practically certain (99 in 100)

Almost sure (9 in 10)

Very probable (8 In 10)

Probable (7 in 10)

Good possibility (6 in 10)

Fairly good powsibility (5 in 10)
Fair poassibility (4 in 10)

Some possibility (3 in 10)

Slight possibilicy (2 in 10)

Very slight possibility (1 in 10)

No chance, almost no chance (0 in 10)

Certsin, practically certain (99 in 100)

Almost sure (9 in 10)

Very probable (8 in 10)

Probable (7 in 10)

Good possibility (6 in 10)

Fairly good possibility (5 ia 10)
Fair posaibility (&4 in 10)

Some possibility (3 in 10)

Slight possibilicy (2 in 10)

Very slight possibility (3 in 10)

No chance, almost no chence (0 in 10)

Certain, practically certain (99 in 100)

Aleost sure (9 in 10)

Very probable (8 in 10)

Probable (7 4n 10) )

Cood possibility (6 in 10)

Fairly good possidslity (5 in 10)
Fair possibility (& in 10)

Soce possibilicy (3 in 10)

Slight possibility (2 in 10)

Very slight possibility (1 in 10)

No chance, almost no chance (0 in 10)

Certain, practically certain (99 in 100)

Alrvost asure (9 4n 10)

Very probable (8 in 10)

Probable (7 in 10)

Cood possibility (6 4n 10)
Fairly good possibility (S in 10)
Fair posatbiltity (4 in 10)

Some possibility (3 in 10)

Slight possibility (2 in 10)

Very slight possibility (1 n 10)

No chance, slmost no chance' (0 in 10)

BASE PRICE

BASE SAVINGS

e e

AR R e R R A AR A R R AR R R A AR

TR



7.

8.

b.
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Now think about the original PV system as it is available today --
at your BASE PRICE and with BASE SAVINGS -- and consider how likely
you would be to purchase such a system in the next year. (This is
the answer you gave to Question 6a.) .

If the manufacturer changed the warranty from 5 years to 20 years, how
much more likely would you be to purchase a system in the next year?

Almost certain to buy
Much more likely

A little more likely .
Wouldn't change my likelihood

|

If the PV system were to come with the original 5-year warranty, but this
time the federal government were to back it, how much more likely would
you be to purchase a system in the next year?

Almost certain to buy

Much more likely

A little more likely

Wouldn't change my likelihood

i

Now, imagine that the PV system could bé“reduced in size, through
technological changes, so that only half the original number of panels
would give you your BASE SAVINGS (again at your BASE PRICE). How much
more likely would you be to purchase such a system in the next year?

Almost certain to buy

Much more likely

A little more likely
Wouldn't change my likelihood

i

Again think back to your BASE PRICE estimate. (This is the answer you
gave to Question 4).

Did you choose this BASE PRICE system ta displace a portion of your home's
electrical power needs including heating and air conditioning or to displace
all of those needs?

a portion of iy home's needs (please answer Q. 8b)
all of my home's needs ( please skip to Q. 8¢)
About how much more than your BASE PRICE would you be willing to pay

for a PV system that would displace all of your home's electrical power
needs, including heating and air condition?

$0 - up to $3000 _ '
up to $1000 up to $4000 _ over $5000 .
up to $2000 up to $5000 .
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c¢. Now assume that you could buy a PV system that would allow you to be
entirely independent of the utility company. You would need some
storage capacity for electricity (batteries) and a back-up diesel
generator. You would neither buy electricity from nor sell electricity
to the utility. In fact the power lines would be removed. Your home s
would run as a "stand-alone" unit. Would you be interested in this
kind of "stand-alone" capability for your home?

yes Please answer Q. 8d4.

no Please skip to Q. 9.

d. About how much more than your BASE PRICE would you be willing to pay
for a PV system that would give you "stand-alone" capability -- that
is, total independence from the utility company?

$0 up to $3000

up to $1000 ____  up to $4000 ___ over $5000
up to $2000 __ up to $5000

9. Please answer the following questions about the use of photovoltaic power
systems. .

a. Do you believe that you can currently obtain a reliable and dependable
photovoltaic system for home use?

Definitely can -
Probably can
Unsure

Probably can not
Definitely can not
Dont' know

b. Do you believe that you can currently obtain a photbvoltaic system that
makes economic sense for home use?

Definitely can
Probably can
Unsure

Probably can not
Definitely can not
Don't know

T

D R I T G 4. 54
O it

o

¢. Do you believe that photovoltaic systems will ar will not be widely used by
homeowners in your area within the next five years?

Definitely will . ) -
Probably will .
Unsure
Probably will not
Definitely will not
Don't know

T
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10. Please indicate, by circling a number on the scale, how strongly you
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agree or disagree with each of the following statements about

photovoltaic (PV) systems:

Strongly
_Agree

I understand the financial 1
aspects of PV systems.
I understand how PV systems 1
work.
PV systems can provide protection 1
from future energy shortages
A PV system will increase the 1
resale value of my home.
If a PV system that I had
installed failed and needed major

. 1
repairs or replacement, it
would mean a financial disaster
for my family.
PV collector panels will be 1
unattractive on my house.
It is very easy to take a loan 1
to buy a PV system.
To me, initial cost is much more
important than expected savings 1
in deciding whether or not to
purchase a PV system,
If a PV system that I have
installed gave less savings than 1
I had expected, it would mean a
financial disaster for my family.
A PV system will protect me from 1
increasing energy costs.
I would vote for zoning restric-
tions to ban PV collector panels 1

from the front of houses in my
neighborhood.

heither
Agree nor

2 3
2 3
2 3
2 3
2 3
2 3
2 3
2 3
2 3
2 3
2 3

4

. —— W -

B TP R N

Don'.

Strongly Know
_Agree Disagree Disagree Disagree (Chec!

5
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10. (continued) Neither Don't
Strongly Agree nor Strongly - Know
Agree Agree Disagree Disagree Disagree (check

1. Manufacturers of PV systems are 1 2 3 A 5

mostly small, unstable companies. I
m. A PV system will need lots of 1 2 3 4 5

attention and maintenance. L
n. I would admire a neighbor who 1 2 3 A 5

installed a PV system.
o. Technological advances will soon

make currently available PV 1 2 3 4 5

systems outdated,
p. To me, expected savings is much

more important than initial cost 1 2 3 4 5

in deciding whether or not to

purchase a PV system.
q. Electricity is too small a part

of my total energy usage for me 1 2 3 4 5

to consider a PV system.
r. A PV system that malfunctioned

might damage my home, or cause 1 2 3 4 5

danger to my family.

11. a. How likely are you to look for more information about PV systems, within

the next few months?

Very likely
Somewhat likely
Unsure

Somewhat unlikely
Very unlikely

b. How likely would you be to visit a government sponsored open house showing

a PV system in operation, if it were lo

In your town

Very likely
Somewhat likely
Unsure

Somewhat unlikely
Very unlikely

{11

1]

cated in your town?

In Springfield, MA?

In Springfield, MA

Very likely

Somewhat likely

Unsure

Somewhat unlikely

Very unlikely

i

c. How likely are you to visit a PV dealer to look at the PV systems that
In the next 2 years?

are available, in the next few months?

Next few months

Very likely
Somewhat likely
Unsure

Somewhat unlikely
Very unlikely

T

Next 2 years

Very likely

Somewhat likely

Unsure

Somewhat unlike

Very unlikely

ly

TH
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How likely are you to have a photovoltaic

within the next 5 years?

Very likely
Somewhat likely

Unsure

Somewhat unlikely
Very unlikely

Please read each of the following statements.

system installed in your home

Then circle the number

on the scale that shows how much more likely you would be to purchase
a PV system under the conditions of the statement.

If a PV system would protect me
from future energy shortages, I'd
be to buy one.

If a PV system would increase the
resale value of my home, 1'd be
to buy one.

If it were easy to take a loan
to buy a PV system,I'd be
to buy one.

If a PV system would protect me
from increasing energy costs, I'd
be to buy one.

If PV systems had a proven safeéy
record, 1I'd be to buy one.

Almost Much more A little No more
certain likely more likely 1likely
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 3 4

Note that the scale changes for the next few statements. Please circle

the number on each of these scales that shows how much less likely you would
be to purchase a PV system under the conditions of the statement.

¢ertain not _ likely

Almost

If a PV system would be unattractive

on my house, I'd be to buy

one,

If PV manufacturers were small,
unstable companies, I'd be
to buy one.

If a PV system needed lots of
attention and maintenance, I'd be
to buy one.

1

1

If technological advances will eventually

make currently available PV systems
outdated, 1'd be

1

to buy one.

Much less A little No less
less likely _likely

2 3 4

2 3 4

2 3 . 4

2 ‘3 4
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If you were to purchase a photovoltaic system, how would you be most
likely to pay for it? s

Personal savings
Included in mortgage
Second mortgage
Separate bank or
credit union loan
Other (please specify)

L 4

Do you intend to look for additional information about any kind of solar
energy systems within the next two or three months?

Yes No (If "No", please skip to Q. 18)

About what kinds of solar energy systems will you look for information?

Solar water heating
Solar-assisted heat pump
Solar home heating
Photovoltaic power systems
Other (please specify)

1]

Approximately how much does a gallon of unleaded, regular gasoline cost in

your area? .
$1.20 or less $1.35
$1.25 $1.40 N ]
$1.30 $1.45 or more

How much do you think a gallon of unleaded, regular gasoline will cost
five years from now (in 1985)?

$ /gallon

Which of the following products have you bought for your own or your
family's use?

Microwave oven Waterbed

Home table-top computer Quartz room heater

Videotape player/recorder Digital watch

Food processor Whirlpool bath, spa
.- or hot tub

{11

1f you write to us at the return address, in several months, after
the study is over we will send you a summary of the results. .

[N
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Work reported in this document was sponsored by the Department of
Energy. This report was prepared as an account of work sponsored by
the United States Government. Neither the United States nor the
United States Department of Energy, nor any of their employees, makes
any warranty, express or implied, or assumes any legal liability or
responsibility for the accuracy, completeness, or usefulness of any
information, apparatus, product or process disclosed or represents
that its use would not infringe privately owned rights.
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Chapter 5

The Solar Heating and Cooliny Residential Demonstration Projran:
Institutional Implicetions for Photovoltaics

Thomas Z. Hutt-Pouell

1.0 Introduction

In 1074 Congrass passed and the President sijned Puslic Law §2-32J0,
the Solar Heating and Cooling Demonstration Act. This act representec e
najor puhlic initiative to promote widespread solar eneryy utilization.
A nmeior qocl of that program was acceptance of solar thermal technologies
in the residential sector. As such, the solar thernal prograr offered an
early case analysis of the federal role in solar implementation fron
which 2 nuinber of leséons could be learned for the Photovoltaic Prcgran,

This chapter summarizes the results of nearly three years of study of
the institutional factors influencing solar acceptance in a variety of
settings. In particular it presents a general structure of institutional
analysis and an institutional analysis of the Solar ileatin; and Cooling
Dermonstration Program_in the residential sector. The chapter presents a
coherent picture of the program's design, implenentation, and outcones in
order to nromote an understanding of the implications of each for the
design of programs to facilitate ranid acceptance of innovations such as

photovoltaics in the residential sector.

2.0 The Analytic Approach
Institutional analysis assuries the existence of a variety of
jnstitutional entities and holds that the data on factors influencing

innovation acceptance (and, by implication, resistance and/or rejections)

1ie in the exchanges between and among those entities (nature, rate,
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force, frequency, etc.). Such exchanges occur within institutional
areas, which are described by the range and inclusiveness of the
exchanges. Institutional analysis assumes that there are multiple
currencies of exchanje, each of which must be noted and is, to some
extent, a factor in decision behavior. This is contrary to market
analysis, which operates on the assumption that decision behavior can be
adequately modeled in terms of willingness to make monetary exchanjes.
An understanding of the fuller ranje of institutional issues allows for a
proqran design incorporating activities aimed at rultiple exchange
relationships. Such a program is more likelrs to be effective than iarket
or any nonintervention approach.

Curve 1 in Figure 1 shows innovation acceptance without deliberate
intervention. Curve 2 shows acceptance using a market intervention
strategy. Basically, a market strateyy moves the initiation of the
acceptance curve ahead in time, but does not influence the rate or volume
once it has begun. Curve 3 shows accept&nce using an institutional
intervention strategy. Acceptance activities hegin sooner, at a more
rapid rate, and with a higher final proportion of acceptance.

Table 1 describes housing as a sector characterized by multiple
stages, actors, and constraints. iHousing activity is very time- and
nlace-specific, rore so than other sectors, which have a relative
uniformity of behavior regardless of time or location of activity.
Therefore, while the stages, actors, and constraints shown on Table 1
represent the sector in general terms, specific manifestations of housinj
activity vary enormously from place to place and from time to time.

If "acceptance" rieans making something new a routine, then a measure

of general acceptance of a solar technology in housing would be that it
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appears in the notation of routine of each 6f the actors, fron the
four-year-014's rough crayon drawing of "my house" to the architect's
elegantly presented grand scheme for a home or fron the contractor's
back-of-the-envelope notes for a materials order to the supply company's
annual cataloque.

The goal of the institutional analysis of housing, in relation to tie
desiqgn of a program to facilitate an innovation's acceptance as routine,
is to understand just what is considered routine in the residential

sector.

3.C The Solar Heating and Cooling Demonstration

3.1 Introduction

Before the early 1970s Congress paid 1i§$1e attention to solar
enerqgy. (The chronology in Appendix I preﬁénts key dates and events
associated with the SHAC program.) In 1971 the House Coimittee on
Science and Astronautics (S&A) organized a Task Force on Znergy which
operated parallel to an NSF/NASA Solar Energy Panel. Both organizations
reported positively on solar potential by late 1572 and made favorable
reference to the state of existing solar thermal technoloyy and its
adaptaéility to residential use.

S&A's Subcommittee on Energy conducted hearings on solar energy
technologies in June, 1673. These led to support for expanded federal
solar proqrans; and in 9ctober, 1973 the Subcormittee's chair, !lcCornic:
of !lashington, submitted a techology-oriented solar bill. The bill
provided kev roles for several agencies inclucing NASA, NSF, NBS, DuJ,
and HUD. In Noverber Senator Cranston of California, whose primary

committee was Banking, Housing, and Urban Affairs, submitted a



housing-oriented solar bill.

The oil-embargo energy crisis of that winter prompted rapid
consideration of the bills. An amended version of !icCormick's bill
passed the House in February 1574. The til1 called for a demonstration
of the potential for commercialization of solar energy from the pcint of
view of technolgy development. It provided that !ASA take 2 key role in
guiding that deveiopment. In March the Senate Cormittee on Aeronautical
and Space Sciences renorted the House bill to the Senate. The new bill
substituted similar technology development lanjuage from a companion
Senate bill which had Leen introduced by Senators !ioss and Weicker. The
House bill was then referred to four Senate Comnittees: Cormerce;
Banking, Housinj, and Urban Affairs; Labor anc Public !lelfare; and
Interior and Insular Affairs. The multiple referrals reflected the
bill's several policy dimensions as well as considerations of
jurisdictional controls. Subcommittees of the first three Senate
comittees conducted hearings. By !lay the language for a Senate version,
which emphasized the housing dimensions of the program, were ayreed upon;
on May 21 the bill passed the Senate. By the end of August, both houscs
had concurred wtih a Conference Cormittee report, and on September 3,
1974 President Ford ignored the bill.

In its final form the Solar Heating and Cooling Demonstration Act
enmphasized botkh technology development and use in the housing sector.
Points that could not logically entertain both objectives were glossed
over by appropriately vague language. HASA and HJD were both given key
roles, and ERDA was named in anticipation of its imminent creation.

3.2 SHAC Progran Design

From September through December, 1974 NASA and HUD collaborated with
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NRS, DOD, and NSF to prepare the program plan required by the
legislation. In January, 1975 ERDA was establishec. Two months later 1.
“arch, the new agency issued ERDA 23, its national plan for the Solar
Heating and Cooling Demonstration Progran (Appendix II). SHAC identifiei
a number of major activities--research and development; ceveloprient in
support of demonstrations; resideﬁtia1 deronstrations; commercial
derionstrations; data collection; and solar energy use in feceral
buildings--and a number of participants. HYD would take the lead in
residential demonstrations; ERDA and NASA were assigned direct
responsitility for most of the remaining tasks. tcspecially important was
HASA's assiqnment for instrumentation, data collection, and analysis.
The rance of activities and the division of responsibilities reflect tic
) effgrt to serve simultaneously two Congressional intents--technology
development and housing.

3.3 SHAC-Residential Demonstration Progran

The strategy that guided HUD's residential demonstration projram
design can be readily summarized by the following syllogism:

0 The developer/builder is motivated by the bottom line.

] The bottom line is dollars.
0°o Induce the developer/builder with dollars.
HJD used two types of demonstration approaches, site-systen and
integrated-system projects. Site-system projects involved matching a
number of different systems designed for technology development purposes
with a variety of climates and housing types. HUD decided upon this
approach as a way to address the technology development goal. The choice
meant, however, that HUD had to find developers willing to install

MASA-prompted solar systens. Builders and developers did not readily
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accept the site-system approach, and HUD abandoned it after the first
year of program operation.

The integrated-systen approach had been discussed during hearings on
both the House technology-oriented bill and the Senate housing-oriented
bill. It was an approach with which HUD was familar, both through its
ongoing housing programs and from its experience during Operation
3reakthrough, an earlier effort at the develoment of industrialized
housingc. In the integrated-system projects, a builder-developer selected
a currently marketed system and integrated it into an existing or
proposed single- or rulti-family housing project. Applcations for grant
funds to cover the cost differential caused by the use of the solar
system were accepted in a series of cycles initiated by nationwide
solicitations. Throuzh 1979 HUD had awarded over 750 qgrants totalling
approximately $22 million for about 12,600 housing units.

HUD collected data on housing from projects using both approaches.
HUD also provided certain of the prbjects with instrumentation to monitor
technical performance. Thouch most of HUD's efforts were directed toward
managererit of the demonstration approahes, it also incorporated
provisions in the programs for developing performance criterie andg
standards and other, related studies.

A review of charts illustrating program organization and data flow
provides interesting and revealing information (see Appendix II).

Boeing, an organization with limited housing but considerable
technological and engineering experience, was the major program
contractor and is at the center of each chart. Organizationally 3oeing
was responsible for program management, data collection and analysis, and

technical and grant management. Data, which are distinguished by their
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comuter compatibility, flow to and through Boeing.

A Tlook at the nature of the data collected (in grant applcations,
progress repo;ts, instrumented houses, and so on) reveals the extent to
which this effort vas driven by the technolojical orientation of the
original bill, the emphasis of NASA/ERDA in this direction, and the
inevitable mesh of Boeing's background with this orientation. Despite
HUD's proclivities to put exi§ting solar systens into housing and, thus,
to develop a conmercialization demonstration program in the residential
sector, the instrumentation, data collection, and analysis orientation
Characterized the program as one of experimentation for technical
development. The SHAC residential program, then, can be described in the
followino manner:

0 The intent: a housinj demonstration program illustrating the
commerical feasibility of existing solar systems in various
residential settings;

o The reality: a research and technology developrent progran,
pulled in that direction by the density of institutional forces
(NASA/ERDA/30eing/computer compatible data, for exarmple)
disposed to engineering experimentation;

0 The outcome=: a muddled progran, serving the intended objectives
neither clearly nor effectively.

The HUD SHAC residential demonstration-prOJram is muddled because it
does not meet either the housing or the technolagy development objectives
clearly or effectively. The program does meet some aspects of both
objectives; and HUD, and its various contractors, approached and

inplemented their tasks responsibly. However, the very nature of the

program's genesis and the constrasts resulting from the manner and crisis
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atmosphere in which Congress created the enabling legislation left a
~residue of early impossible conditions for imp]ementindva progran that
was successful in achievihg its objectives.

3.4 The Neasons for thé SHAC Qutcome

Durinj a period of crisis, institutional entities fall back on
routines which, by theif very familiarity, provide confidence in the
legitinacy of the activity about to be undertaken and the acceptability
of its outcomes. In the winter of 1974, the Congress, NASA, HUD and the
other primary institutional entities involved in the solar heating and
cooling residential deronstrat jons program faced the oil embargo. A
brief review of the arenas in which these institutional entities acted
provides insights into the routines they adopted to create and implenent
the program. As shown in Table 2, the SHAC program involved four najor
institutional arenas--federal policy, program adninistration, technology
developnent, and housing.

In Arena 1, Federal Policy, Congress is a mejor actor and rioney is
the currency of exchange. Congress's major routine is to propose and
enact enabling legislation, authorize activities to implement thé
legislation, and appropriate specific funds to pay for at least some of
the authorized activities. Congress created the SHAC enabling
legislation in an atmosphere of the national energy crisis. In response
to this atmosphere Congress followed a typical routine, "throwing money
at the problen." ‘'lhat is more, a Conference Committee, which was quickly
called upon to resolve differences in languaje in leyislation, used
another typical routine. It combined language from both bills, despite
inherent contradictions, and skillfully structured the language to

obfuscate any differences.



vV-11
Table 2
THE FOUR INSTITUTIONAL AREAS IN THE SHAC PRCGRA'M

Institutional Arena: - Federal Policy
Currency of txchanze: Money
Atmosphere: National Energy Crisis

Routine: Propose, Enact, Authorize, Appropriate

ARENA 2
Institutional Arena: Federal Proram Administration
Currency of Exchanoe: Status

Atmosphere: Turf Protect on

Noutine: Obtaining and Running Programs

ARZHNA 3
Institutional Arena: Technology Development
Currancy of [xchange: Quantifiable Data
Atmosphere: ingineering Crisis

Routine: Instrument

ARZIA 4
Institutional Arena: Housing

Currency of Exchange: !farketehility

Atmosphere: Harket Risk, Mitigated by Interdependencies

Routine: Word of llouth
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In Arena 2, Federal Program Administration, the currency of exchan:e

is status and federal agencies are primary actors. The routine in this
area is to obtain and run programs with the purpcse of achieving status.
Each program yields a different level of status. The atmosphere in which
the routine is carried out is turf protection--keeping programs,
especially those that yield a high level of status, and working to
acquire additional programs. Status in this context is not equated with
Tevel of funding although in some cases funding may have soitie influence
on it. Rather status represents the perceptions of importance amonj the
particular institutional entities in the area. In the case of SHAC, HUD
clearly stood to gain some status if it ran the residential component,
and even more status if the language of the enabling statutes were
consistent with the definitions of HUD turf. Conversely, HUD would lose
stetus if neither of those situations obtained.

In Arena 3, Technolojy Developnient, the currency of exchange is

quantifiable data. The routine adopted to trade in this currency is
instrumentation. In the case of the SHAC projram NA&A and ERDA perceived
that existing solar thermal hardware was underdeveloped enough to
generate an enjineering crisis. At the very least the staje of
deve?opment did not meet the claims made during the Congressional
hearinjys. Reacting to the atmosphere of crisis surroundinj the
legislation, NASA and ERDA pushed for a technology development effort
even greater than envisioned by the original technology-oriented House
bill. The heavy emphasis on computer compatible data, even in the
housing denonstrations, is evidence of the forcefulness of this effort.
In Arena 4, Housing, the currency of exchange is marketability. As

mentioned in the opening section of this chapter, the housing area is
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highly disaggregated and very responsive to conditions in the local
markets. Activities in the housing arena take place in an atmosphere of
market risk; that risk is mitigated by the interdependencies of all the
actors in the market. The routine in the housing arena throujh which
these entities interact is word of mouth.

Even this bfief reviev of the four institutional arenas most involved
in the HUD SHMAC residential demonstration progran reveals clear
mismatches in the currencies of exchange, routines, and atmospheres.
Concluding that institutional entities from these four arenas could
readily mesh activities to accelerate the acceptance of solar
technologies is as difficult as imagining that a business manager of a
Teanster's local, a debutante, and medical technician, and a neighborhood
gossip could form easy and pleasant company for each other at a dinner

party jiven by the head of the Latvian Commﬁﬁist party.

4.0 Factors in the Acceptance of Solar Energy in Housiny

4.1 Introduction

In the course of analysis, three general types of factor prompting
builder/developers to integrate solar thermal technologies into housing
emerged. These are useful in understanding housing institutional arena
routine and especially important for designing programs that can connect
innovation to routine in order to facilitate innovation acceptance. The
three factor types are developer motivation, information exchanges, and
comprehensibiity.

A series of case studies illuminated the character of the three

factors:
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Friends Community: a 100-unit, semi-detached housing development in

llorth Easton, 'fass., developed by a nonprofit corporation establishac
by the !llew England Yearly !leeting; ’

Neservoir-Hill Solar Houses: a 15-unit, singyle-family, attached
market-rate development in the the Reservoir 1{i11 urban renewal area
of Baltimore, !1D.;

Project Solar for Indiana: single-family houses, identical in teras
of design, size, and solar units, each constructed by one of seven
builders in different parts of the state with the coordinating
sponsorship of the Homebuilders Association of Indiana;

Santa Clara, California: a city-owned utility installin; solar units

in a new single-family developnient on the same basis as electric
service;

San Diego County, California: a mandatory solar hot water ordinance
adonted by a county for new housing development;

PNI/AIREP: the collaboration of a major utility (Public Services of

New Nexico) and a major developer (AMREP) in the development of 25

solar hones in Hew !lexico, 23 of which are in AIIRZP's Rio lanco

‘Development in the Albuquerque housing market.

The prevailing notion had been that money stimulates builder/
develoner behavior. The case studies revealed the existence of other
influences. Each of these was a necessary impetus for even contemplating
the nurchase of a solar thermal system.

4,2 Developer !Motivations

In Friends Conmunity, selecting a solar system was a logical
consequence of the ideals on which the development was based and was
pursued despite the persistent arguments of infeasibility offered by many
of the nroject's advisers. Hormatively motivated developers commonly
base decisions on their ideals. In Indiana team spirit motivated each of
the seven developers involved in the Solar for Indiana project. Ilone of
them had responsed to HUD's early proposal solicitations. However, each
was very active in H3AI, and became involved in Cycle 3 as a
consequence. The developer of Reservoir Hills in laryland used solar as

the lever to make his new development corporation viable. The solar
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grant provided the organizational founcation for his venture. AMRZP was

interested in solar as a potential vehicle for corporate expansion lon;

before the HUD program. AIREP's idea that anything with a “sunny"
character, fitting the New !lexico climate, could potentially enhance the
corporation's imane and consequent mari:et share, not through an actual

technical performance, but nrecisely because of its "sunny-ness".

4.3 Information Exchanges

The tyne, source density, and continuity of information exchange
influenced builder/developers' acceptance of solar technolojies in
housinj. The critical information for the Reservoir Hills builcer was
not that solar would work but that it would make the developrent
financially feasible in the eyes of the financial backer. The types of
information (financial) and the source (a savings and loan association)
were very important factors. Information of "another type (aesthetic
appeal, for example) or fron another source (e.g., information of
financial feasibility from the city's design revieu cormittee) would not
have been as compelling to that developer.

The compelling factor for the builder in Indiana was that the project
information came from a highly trusted source, the Homebuilders
Association of Indiana. The same information had been made available in
preceding years thorugh HJD's solicitation process with additional
prompting from the state's Energy Office; but it had not been viewed
positively, notably because each of those sources was outside the routine
of Indiana builders.

The density of information was an important variable for AMREP. The
company had been considering a solar initiative for its Rio Rancho

development for over a year. A!RIP decided to act after its Director of
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Construction had participated in a twe-day MIT2E Corporation conferenc:
devoted entirely to solar energy. The density of information provided by
this conference was the impetus for AIREP to commit its resources to
designing a prototype solar unit and testing it at Rio Rancho before the
SHAC program had even been approved by Congress.

In Santa Clara, California, a Science Adviser, funded by iiSF as part
of its initial grant to use solar enery in a new municipal recreation
facility, provided the continuity of interest in solar. The Science
Adviser becore a continuiny source of information. de was utlimately
responsible for furnishing new ideas on possible solar applications,
including the installation by the municipally owned utility of solar hone
heating and hot water units in new homes as part of the HUD program.

4.4 Comprehensibility

The nore comorehensible an innovation, the more readily it will be
accepted. In the context of this study comprehensibility means that the
actors can understand an innovation because it is part of and/or relates
to the routines that exist. Information provided by the supporting
institutional network enhances this comprehensibility. In the housinj
area, this process becomes part of the basic routine as one of the
interdependencies created to mitigate riarket risk for any of the
institutional entities in the arena.

In the Indiana program, a legitimator, the Homebuilders Association
of Indiana, enhanced corprehensibility. In the AMREP/PNI program, a
translator, the vice-president of the solar system supplier, enhanced
comprehensibility. The person was able to interpret the needs and
interests of the two parties for each other and, in turn, to create an

acceptable solution in solar terms, solar being a new "language" for both
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AMREP and PNil. AMREP's early interest in solar energy was generated by
the presence of a linking pin, an environmental consultant, who also
consults with ITRC and General CZlectric in developing their solar energy
interest, linked AIIRZP to these two companies and provided the critical
first step in AIREP's acceptance of the solar innovation as part of its
corporate routine.

The New England Yearly ileeting, which developed Friends Coumunity in
“lasschusetts, is a classic example of a different sort of actor--the
plunger, an institutional entity that accepts an innovation mostly as an
article of belief, and plunges ahead with its implementation against all
odds and lbgic. For the Friends, technical infeasibility could not
outweigh the routine feasibility of their beliefs.

Finally, San Diego County's role as a regu]ator; requiring by county
ordinance solar in new development was simply a continuing manifestation
of the county's routine activities in relation to builder/developers.

The county did not need to expend funds on direct financial incentives;
rather it constrained the options of builders and gave them no choice but

to accept solar.

5.0 ‘lleshing Innovation. with Routine

The SHAC program is a legislative hybrid of technolagy development

and housing objectives linited by its hybrid origin to, at best, partial

achievenent of its goals. As suggested in the comparison of the four

institutional arenas, their currencies of exchanje and routines do not
mesh. UWhen the routines of any given arena are net, those of one or more
of the other routines are thrown into confusion,

In housing, financial incentives and technical data are not
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sufficient to lead to the acéeptancé of a solar innovation. The former

represent the currency of the federal policy arena, the latter the
currency of the technology development arena. Neither contributes to the
currency of the housing arena, marketability, which is passed by word of
mouth. Ilarketability is influenced by developer motivation, information
exchange (type, source, density, continuity), and the comprehensibility
provided by matching the routines of the particular arena, especially
through such mediating institutional forces as a legitimator, translator,
linking pin, plunger, and or rejulator.

Innovation acceptance in the housing arena requires mediation throujh

routine at the local market level. The nature of mediationn, which aicds

comprehensibility, can be analyzed in a general sense (as above) but
cannot be planned for in the aggregate. An analysis of each housing
arena is necessary to understand the nature of the mediating routines and
entities that it contains.

Recipients of SHAC subsidies were motivated by other than

conventional market objectives. The motivations that prompted developer

involvement in the SHAC residential demonstration program were varied but
cannot be characterized as market-oriented. The motivations included
realization of ideals (Friends), team spirit (Indiana), organizational

foundation (Reservoir Hills), and corporate expansion (AIREP).

Acceptance of the subsidy does not necessarily mean acceptance of the
innovation. No deve?oﬁer refused the subsidy (aTthoﬁgh AREP's first
prototype was done entirely with corporate funds); however, accepiing the
subsidy was not a sign that a developer had accepted the innovation. The
subsidy more typically allowed the realization of other objectives.

Because the realization of the solar energy innovationn accompanied the
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realization of other objectives, solar mﬁy find general acceptance coues
easier later on. Beinj cloaked in the mantle of the success of other
objectives contributes to furthering innovation acceptance. However,
such sinultaneity of events could just as likely be an example of
spurious correlation as it is evidence of geniune acceptance.

The probability of acceptance of an innovation increases when

information cores through routine exchanjes. Especially in an arena such

as housing, which exists in an atmosphere of market risk, the extent to
which routines mediates the entry of an innovation is a measure of the
probability of its acceptance. HBAI acting as a legitimator, the solar
supplier acting as a translator, the environmental consultant as a
linking pin, and the county as a regulatory are all examples of routines
in housing arenas which mitigate market risk\by fostering particular
institutional interdependencies. |

Information must pertain to the innovation, not to the subsidy.

Institutional entities typically assume that federal programs only
provide funds. In this case they saw the SHAC residential demonstration
program as a means to obtain funds and, as a consegquence, established no
new routines. The developers who continue to maintain a commitment to
solar energy (Friends, Santa Clara, A/IREP) were already comﬁitted to
solar energy before they participated in SHAC; HUD funds simply made it
easier for them to realize other motivations that were linked witt, but
not dependent upon, solar. Developers who have not continued to use
solar energy (Reservoir Hills, Indfana) would again accept federal

grants, for solar or any other activity that served their own objectives.
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6.0 Lessons
There are at least three very basic lessons to be learned from the
SHAC residential demonstration program relative to designing a program to
facilitate rapid acceptance of photovoltaics in the residential sector.

nesearch and demonstration are separate activities. Research and

related development activities tend to fall into the technology
developnent arena. Denonstration tends to fall into the federal program
adninistration arena. The currencies of exchange and routines of each dc
not mesh. In constructinj the SHAC legislation Congyress mixed the two,
creatinj a hybrid program doomed to frustrate the hopes of persons
interested in achieving either set of objectives. Program desijgn,
implementation, and evaluation for the two are different. To be
successful, each objective must be provided for separately.

The desiqn and administration of innovation acceptance programs for

the housing arena should take place outside Washington, D.C. The federal

policy and program administration institutional arenas are among the few
that exhibit a unity of conceptual and geopolitical space. The density
of information exchanjes this occasions, the legitimacy this density
creates, and the consequent primacy of routines from these two
institutional arenas create a strong climate of confidence in the
routines. Because innovation acceptance in housing is facilitated by
programming to match existing and definitionally local housing arena
routines, design and administration of such a program must be allowed to
escape capture by routines that counter chances of achieving success in
the housing arena.

An effective program to facilitate innovation acceptance rust mesh

with the routines of the accepting institutional arena. Because in
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housing the routinj is word of mouth, with exchanges among and between
multiple actors with multiple motivations and maximum interdependencies,
the key to an effective program is a strategy that allows the

disseminationn of information in each local housing market.



Sources
1951-72
1952

1971-72

Dec., 1972
1972

Design

June 7, 12, 1873
June-Oct. 1973
Nov. 2, 1973
Nov. 5, 1973

Nov. 13-15, 1273
Dec. 10, 1973
Jan. 23, 1974
Feb. 13, 1974
Feb. 19, 1974

Feb. 25, 1974
March 11, 1974

March 13, 1974
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APPENDIX 1
SHAC CHRONOLOGY

Diverse bills filed; none passed.

Paley Report on materials policy need for solar
energy research.

Task Force on Cnergy, House comnittee on Science &
Astronautics (S&A).

NSF/HASA Solar Energy Panel Report.

S8A Committee Staff Report.

Hearings on solar energy technologies; SaA
Subcommittee on Energy supported, expanded; federal
solar programs.

“HR 10952 drafted; NSF, NBS, ilASA, HUD, DJ0

introduced 10116 by McCormick.

$.2G50 introduced by Cranston (Ban:ing, Housing and
Urban Affairs).

$.2055 (H11864 companion) introduced by !los &
Weicker.

Hearings on HR 10952 Enerjy Subcommittee. ‘

HR11864 (amended version of 10952) to full committee.
Reported to House.

Passed, with amendments by House.

H211864 referred to Senate Committee on Aeronauticeal
& Space Sciences.

Senate hearings on HR11854, S. 2658.

Senate Cormittee (A.S.S.) reports HR11864
substituting S.2658 language.

HR118G4/S.2658 referred to 4 Senate Committees:
Commerce; Banking, Housing, & Urban Affairs; Labor &
Public Welfare; Interior & Insular Affairs.



March 20-21, 1974
March 27, 1974

March 29 and

April 5, 1974
May 21 , 1974
Aug. 12, 1974
Aug. 21, 1974
Sept. 3, 1974

Inplementation

Sept.-Dec., 1974
Sept.-Dec., 1974

Jan. 19, 1375
Harch 1975
Oct. 1975
Sept. 13-15, 1975
Jan. 19, 1976
Nov. 197§

Jan. 1, 1977
May 30, 1977
Oct. 1277

Mar. 29, 1978
July 1978
Sept. 28, 1978
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Hearings on $.20650 & HR11364, 3HUA Subcommittee on i
& VA.

Hearings on $.2650 and .IR11564, L&! Subcomaittee on
NSF.

Hearings on S.2650 and HR11863 - Subcommittee on
Science and Technology.

HR11064 passes Senate, with amendments.
Conference Report, Senate agrees
House agrees.

President Ford signs PL 93-409.

AASA/HUD with N8BS, DOD, NSF prepare progjram plan
submitted to Congress 12/30/74.

HUD prepares interim performance criteria for
systens and dwellings to White !louse/Congress 1/1/75

ERDA established--PL 93-43C.

ERDA 23--Hational plan.'ﬁ

Ist Hational Conference on Solar Standards.
2nd National Conference on Solar Standards.
HUD Cycle 1.

ERDA 23A--(76-6) updated national plan,

HUD Cycle 2.

HUD Cycle 3.

DOE established.

HUD Cycle 4.

DOE/CS-0007 national plan.

HUD Cycle 4a--passive.
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APPENDIX 'II

SOLAR HEATING AND COOLING PROGRAM

CALENDAR YEAR

ACTIVITY
1974 1975 1976 1977 1978 1979 1980
COMBINED
HEATING &
LEGISLATION PLAN HEATING COOLING
MAJOR MILESTONES v v v v
TECHNOLOGY TECHNOLOGY
PLAN READINESS/REVIEW READINESS/REVIEW
RESEARCH AND DEVELOPMENT ¥ A A ) P4
CONTRACT PROTOTYPE HARDWARE PROTOTYPE HARDWARE
AN R ASE RFP AWARDS )
DEVELOPMENT IN SUPPORT p—t : BLEASE APP's . {HEATING; «cooznc) 4
OF DEMONSTRATIONS A4 A A N
1ST CYCLE 2ND CYCLE 3RDCYCLE | ATHCYCLE STHCYCLE
RESIDENTIAL STCYCLE ___2ND CYCLE
DEMONSTRATIONS 4 : A A A A A F
‘% 1STCYCLE| 2ND CYCLE| 3RD CYCLE | 4THCYCLE
COMMERCIAL DEMONSTRATIONS f A A a al £
PLAN:
DATA BASE AND BANK OPERATIONAL:
6AT A COLLECTION, EVALUATION INFORMATION CENTER; CENTRAL DATA PROCESSING o
AND DISSEMINATION I | g
J PLAN: UPDATE ,
INTERIM INTERIM STANDARDS; LAS INTERIM DEFINITIVE CRITERIA

STANDARDS AND CRITERIA

MARKET DEVELOPMENT

SOLAR IN FEDERAL BUILDINGS®

CRITERIA  UPDATE INTERIM CRITERIA CERTIFICATION CRITERIA AND STANDARDS
A A A A A 7N g
THERMAL !
RECOMMEND MARKET RATINGS
DEVELOPMENT ACTIVITIES
E STUDIES & INCENTIVES UPDATE UPDATE
A N -
- A A
RULE
MAKING TRANSFER
PLAN FUNDS
A A b
|
I ] ] |

*A NEW THREE YEAR PROGRAM TO BE DEVELOPED IN ACCORDANCE WITH THE NEP.

A ACCOMPLISHED ACTIVITIES
& SCHEDULED ACTIVITIES

SOURCE: DOE, 1978c.
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HUD RESIDENTIAL DEMONSTRATION PROGRAM

CALENDAR YEAR Jomws | s | whr | wm | wm
DEMONSTRATION ACTIVITY
e | BUILDING TYPE
PROGAAM STUDIES 3 { LOCATION/REGION
SYSTEM
OEMONSTRATIONS v
$ITE SYSTEM PAOIECTS

INTEGRATED SYSTEM PROJECTS

CYCLE

CYCLE2

CYCLED

CYCLE 4

CVCLES

PERFORMANCE CRITERIA
AND STANDARDS

T N\ DEFINITIVE §

CIIPLEMENTATION OF THE RESIOENTIAL CEMONSTRATION PROGRAM STH CYCLE 1S PREDICATED ON THE SOLAR COOLING RSO PROGRAM
DEVELOMNG TECHNOLOGIES WenCH WLl BE SENEFICIAL
ACCONSL e ACTIVITIS

D SCHIDULED ACTIVITISS

SOURCE: DOE, 1978c.
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PROGRAM FARTICIPAT. N
NATIONAL HEATING AND COOLING OF BUILDINGS

CONSERVATION
AND SOLAR
APPLICATIONS

o e ——_ L,
-

NBS IS ACTIVE
IN ALL AREAS

SOURCE: DOE, 1978c.
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HUD

© RESPONSIBILITY FOR MANAGEMENT

AND COORODINATION OF THE RESIDENTIAL

SOLAR DEMONSTRATION PROGRAM ERDA

SHARES RESPONSIBILITY
NASA NES BOEING A.D.LITTLE FRANKLIN INST Sy
-0. . CONTRACTORS
| ] {
© INSTRUMENTATION DESIGN © PREPARE PERFORMANCE @ PROGRAM MANAGEMENY @ DOESIGN OF THE AESIDENTIAL @ OATA BANK CONTRACTOR
AND DEVELOPMENT CAITERIA © DATA COLLECTION AND o DEMONSTRATION PHOGRAM @ INFORMATION DISSEMINATION
ANALYSIS DEVELOPMENT OF :
. @ ASSIST IN DEVELOPMENT DEMONSTRATION MATRIX
OF TEST PROCEOURES AND @ TECHNICAL AND GRANT
SYSTEM EVALUATION MANAGEMENT
@ NON INSTRUMENTED DATA
PROCESSING STORAGE
AND RETURN
. PUBLIC BARRIERS ECONOMIC INDUSTRY
OTHERS 1614 RERC AIARC DBA & CONSTRAINTS FACTORS ISSUES
| | .
@ INSTRUMENTATION @ NON.TECHNICAL DATA @ OESIGN PRACTICES @ SOLAR MEATING AND @ CODES & CODE @ ECONOMIC PERF MODEL
SYSTEMDESIGN COLLECTION AND MANUAL COOLING TECHNICAL ADMINISTRATION 8002, ALLEN, & HAMILTON
AND MANUFACTUR ANALYSIS CONSULTANTS ND USE
@ DESIGN INTEGRATION @ LAND @ FINANCIAL INCENTIVES
MONITOR CONTRACT
ADMINISTRATION
DESIGN
INTEGRATION
MONITORS

. .

+ HUD Salsr Ene1gy Demonstration Program Organizstion Chert
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RESIDENTIAL DEMONSTRATION PROGRAM

DATA FLOW CHART

. []
s —————
: oo s GRANTEE ACTIVITY INTERVIEWS O T ANcy
: A
4 REPORTS EPORTS & SUAVEYS O
oI\l GRANTEE | WOEING REAC INFORMATION
| ] .
b 4l
oewan SELECTED
INTEGRAT) . ‘ CcoPiEs
PROCESS DATA > Aasc BOEING
5 oEnoN |' { ! :
PRACTICES 1 ¥ “g’ ¢ .
WANUAL courure COnPATIONE
ATIOL l-
art TELEPHONE -
12STR e L":E s - NASA b REPOATS o] NOS - HUO
ODATA
DATA
I FOA SELECTED
rnop. STUOIES
sTos DATA
o
renE t ¥ [ I ] &
DISTMBUTION CAITEMIA ARECULATIONS LAND sconowic
THACUGH ° , sTvoy USE MODEL OTHERS AERC
INDUSTAY STUDY Nt \cTOR
T T T T 7
b . REPURTS REPORTS AEPORTS AEPCATS REPCATS
] £ROA - -', ]
e .
DATA
DISSEMINATION BANK . .
TO-USERS” S a10. ¢
coNtR
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HUD (1377)

HUd (1278)
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Chapter 6
Surmary of State Activities Under PYRPA Section 21
D}ew J. Jcttaro
1.0 Introduction

1.7 3rieT History of PUIPY Rejulation

in levenber, 1970, the Public Utility neyulstory Policies Act of
1277 (PURPA)T, one of *ie five national encr,y acts, becane lau. Auong
its orovisions were two sections which cllijated uvtilities to purchase
no.'er from and sell auxiliary ncuer to qualifying cogzrcruticn an’ sna2ll
a~er production facilities (such as photoveltzic systens).2 These
sections also requirecd state putlic‘ufility commicsions to esteilisi
rates for these purchases and sales which were just, recsonable, and in
the aui.lic interast, and which did not excec! thic incremental costs the
utility faced for producing additional electric power.

The Federal Znergy Tegulatory Commission (FZRC) wes mendated to
establish rules for calculating the rates and for deterunining uhich
facilities qualified for PURP1's benefits.> Pursuant to this statutory
nendate, FZ°C promulgeted ru]es.4 Thece rules reguired that the state

To.L. 85-317 (iiovember 9, 1978); 92 Stat. 3117. The
constitutionality of PUTPA has recently been argued before the Suprene
Court on apneal from a decision of the Y.S. District Court for trc
Southern District of 'lississippi in ilississippi v. FIRC (February 19,
19861).

ZSections 201 and 21C.
3Sec§ion 210(a).

413 ¢.F.2. sections 297.1C1, .301-.502 (198C). The validity of
these rules has been cast into doubt by the J.S. Court of Appeals (D.C.
Circuit) in AZP v, FIXT (Januvdry 22, 1982) which invalidatel the ~I3C
rules regarding the requirement that rztes nust equal avoided costs and
the requirenent that utilities must interconnect with qualified
facilities. The matter is currently under appeal, and this study treats
the rule as valid until a fine1 deternination is made in the case.
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public utility comissions establish rates bésed upen the costs wirich the
utility would avoid due to power purchased from qualifying facilities
(Fs). The states were given latitude in deriving niethodolosies For
calculating avoided costs so Tonz as the rates were not less than
increnental costs.

The states vere also to establish any other conditions which JFs
would have to :eet before the utility would be required to nurchase power
fron *he JF. These conditions usually concerned the interconnection of
the 77 to the utility grid.

Formal action by the states wvas required to be initiated uy !larch
2C, 1231, one year after the effective date of the FEXC re;julations.

1.2 Policy Implicaticons for Photovoltaics

The actions of the state public utility comnissions are important
hocause thev affect the rates which photovoltaic power producers (and
other Q7s) receive for the nower they sell and ulich *hey pay for power
thoy surchase, two kev determinants of the breask-even co:t5 of
2antovoltaic systens. They also deternine th: conditions uhich
shotovoltaic power producers nust meet in order to interconnect with
utilities, conditions which will affect the balanze-of-system costs and
therefore also affect shotovoltaic s.stam hreak-even,

This study examines the actions of tha state public utility
coriissions under PURPA in order to identify issuas concerning the
developnient and diffusion of photovoltaic systems which their actions
raise. The study aparoaches the problem not by exanining per se the

————

Scalculation of break-even cost i3 discussed in "An Scononic
‘nalysis of Arid-Connected lesidential Solar Photovoltaic Power Systems"
~y Paul Sarpenter and Gerald Taylor, (1IT Energy Lavoratory Report .IIT-CL
7°-n07 (lavised Decerber 1779).



rat~s and charjes establisked by the cormissions, as those will change .
over time, but rather by examininj the methodolojies and reasoning used
to arrive at the rates and charges. Obvicusly, the higher the rates paic
to pho%ovo1taic power producers for their power and the lower the Costs
they pay for auxiliary power, the better will be system break-even cost,
all else bein; egual. The more important issu? fron the policy
sersyective, however, is whether any general trends in the implementation
of P'""P" raise concerns which could be addressed more effectively by DuZ
than by individual photovoltaic power producers challenjing specific
rates or conditions.

Erntities in addition to the public utility com:issions are also

reouired to act under PJRPA. These entities include federal and state

norer generation entitics (such as TVA) and Pgnregulated utilities.
'lhile their actions are also important, they have not been studied here
for tuo reasons. First, their omission sim3lifics the sccge of the
efforts taen, allowing the study's focus to be upon a rwch smaller
nunbar of entities, namely the state public utility commissions. Second,
the public utility commissions should be best akle, as a group, to
analyze the issues. Ary concerns present vith rejard to the behiaviow of
the public utility commissions are likely to be more serious for the
other self-regulated entities, and studyinj th~ public utility
comissions should help produce a clearer understanding of the issues.
The study proceeded as follows. Records of proceedings under PUTP/
concerning rates for QFs were collected for each of the fifty states plus
fhe District of Columbia. These records are summarized by state anc b’
issue in a separate Appendix, MIT Energy Laboratory Working Paper [lIT-IL

82-017UP; the surmaries are the basis for the charts nresented in this
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repcrt. [lost records are up to date through valiant efforts tc rerain
current on each state's proceedings. Often we became formal ocsarvers to
the proceedings in order to be placed upon official mailing lists, and
hence we believe that most of our surmaries are current as of Aujzust 31,
131, Sore are current through Decenber 31, 1931, lHc.ever, in some
states our records may not be accurate as of August 21, as further action
rmay have been taken since our last comiunication with the suolic utility
commission. In some states we are relying upon staff reports or proposec
riles, as those are the most current actions of the putlic utility
comission. That some records are not final nor necessarily up-to-cdate
should not detract from our anilysis of the behavior of the public
utility cormissions overall.

The individual state sumnaries were analyzod ts deterimine the
actions of the state's public utility commission concerning several
issues of potential significance for the eccnomics of »hotovoltaic
systerns. These issues cover the status of the commission's proceedings,
the rejulatory }ole of existiny and subsequent contracts between
utilities and Fs, the way in which the rate-setting nethodo]ogieé were
established, what the nethodolocies are, uhat interconnection
requirenents were 2stablished, what arrangenents for wheeling were nade,
and vhat actions were taken regarding rates for supalying auxiliary powver
to JFs. Some of these issues were analyzed because of their immediate
significance for photovoltaic systens economics, such as the nature of
the rate-setting methodologies established. Others, such as the
raqulatory role of contracts, were studied because they way hely in
subsaquent analysis of any future sluggishness in the regulatory process

which nay iipede the introduction of photovoltaic systens.
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The actions of all the states on all the issues were then further
summarized. This report represents the final synthesis of all the . :
information concerning the ststes' actions. cCach issuc of potential
significance is discussed followinj this intrcduction, and the actions of
the public utility comaissions are surmarized in chart form., The charts
presented in this report aggregate the action of the public utility
coriissions; no information on the actions of individual states is
presented, Charts which present the actions of all the states on each of
the issues may be found in the separate Apjpenciz referenced a.ove; the
surnaries of each individual state's actions may also be found in that
docuniert.

Followin: the issue-by-issue analvsis is a concludin; secticn which
hichlights the most important issues affecting the economics of

photovcltaic systens.

2.5 Sumary of State Actions.on Specific Issues

This section presents a surmary of the actions of the fifty states
and the Disfrict of Columbia on each of the sever issues listed iﬁ the
introduction: the status of the state comiission's proceedings, the
rejulatory role of existing and subsequent contracts between utilities
and QFs, the manner in which the rate-setting methodologies were
established, what tlie methodologies are, what interconnection
requirenents were established, what arrangements for wheeling were nade,
and what actions were taken regarding rates for supplying auxiliary pouer
to QFs. Each issue will be discussed in a separate section below.

2.1 Status of Proceedings

Under the FERC rules, all state public utility commissions were
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supposed to comply with PURPA's requirenents fcr QFs by !larch 2C, 1351,
'lhile most public utility commissions had at least bej;un action by that
date, only eight were éonpleted. As of the end of 1581, however, over
half the commissions have tak%en final action, and the rest have
proceecings under vay.

Table I presents these results. It presents a nininum level of
compliance; by now more public utility commissions may have completed
action. As rate-setting usually follows final action, it may take sore
addi*ionil time before all utilities have rates apnnrcved by their

cormissions. Substantial projress has been mace, houcver.

Table 1
STATUS 9F COTIISSION ACTION UNDE? SECTION 210

Cormissicns having taken final action: 28
3y larch 20, 1381 8
Since larch 20, 128 24

Tormiissions with action under way 22

As tha *able shows, 23 states have not completzd actisn, aczording
to our records. For 11 of these, we do not have an adequate hasis to
characterize the comnission's behavior; these 11 will Le included in
subseduent tables under the "no information" headings. llowever, all
cormissions have initiated proceedinjs, according to our records; nany of
these 23 may have completed action as of the publication date of this
rznort,

As a result of this broad level of compliance, concerns that either
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slowness or inaction of state public utility camissions would retars ti.
introduction of photovoltaic systems have become largely moot.
2.2 Contracts

The atility of a photovoltaic power producer to nejotiate a feir
contract with a utility is important to the economics of photovoltaic
svstens. \lhile it is toc early to tell what the consequences of
different forms of contract regulation will be, the information is noted
here for future reference. Table Il presents the summary inforiation on

cormission nractices.

Takle II

CO'TISSION POLICIES ON CONTRACTS INVOLVIMNG QF5

io. of comrissions
Contracts required: ]

Yes, all OFs 23
Yes, QFs above a threshold size 4
No requirenent of a contract ¢
o information/not specified/unclear 18

Standard tariff available:

A11 Q"s 7
Small QFs only 16
None 34

PUC oversight of contracts:

Active G
Reactive 11
None/not specified/no information 34

Host public utility commissions require utilities and QFs to enter

into contracts. llhether or not they reguire such contracts, many require
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that utilities establish standard tariffs for power purchased from QFs
which the QFs may use in lieu of a negotiated contract. ‘!lhether or not
the public utility commission requires a contract for power nurchases, it
ray fequire a contract stating QF (and utility) oblijations regardiny
interconnection requirements. Hence the public utility commissions
retain sone control over the transactions Setueen the utilities and the
QFs. To the extent that the rates and conditions which the comissions
estai:Tish are reasonable (see sections C through E below), the s should
be able to benefit from a ruch-improved barjaining position due to the
1252l presence of the public utility cormission.

A number of public utility commissions also require either active
cormission review of all contracts or allow review uson ucticn by either
the I or the utility. Very likely many of the 33 commissions which did
not inlicate tha pyossibility of review may have generally applicavle
nroceduras vhich vere simply not nentioned in the QF rate-making
preoceadings; thus commission involvenent is no less than incicated in
Table II. Acain, the position of the QF should be enhanced by this
onportunity Tor coission interventior as the comnission sioulc uclp to
n2utralize any barjaining advantage the utility nay have.

There is a ccncern, houever, that too nwuch involvenent of rajulators
nay Lecome unduly burdensome upon JFs, with the result being that QFs and
utilitirs i1l nejotiate contracts outside the rejulatory protections of
PUNPA (something specifically allowed in the FZIC rules), thus
dininishing the value of those protections. There is sone evidence by
ucrd-of-mouth that QFs which have negotiated with utilities to date have
opted for Tonj-tern contracts at rates below rejulatad rates in order to

et the Tonc-term cormitments necessary to obtain bank financing. The.
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significance of this possibility cannot be evaluated as yet due to lac.
of evidence of snecific nejotiated rates and contract terms,

2.3 Estallishment of 'lethodology

The manner in which the state public utility connissions establis..
their methodologies for purchasing power fron JFs, while not directly
affecting the economizs of photovolteic systaas, is neverthelese
important for two reasons. First, it may be indicative of the
cormission's efficacy in imlenenting PUR?M. A coaimission which, due to
staff shortazes or other reasons, must rely upon methodolosies developed
0y the utilities nay not be able tc oversee interactions bet.een
utilities and s very effectively. Second, the comnission's manner of
astahlishing the nethodologies may make any feueral oversijht difficult,
thus reducing the potential benefits from federal presence in the area.
''"hile these concerns do not necessarily resu;; in regulatory
difficulties, they have been studied because they may indicate the need
for nelicy action at a later date. Their importance is supported Ly the
requirenent in the PURPA statute that the state pullic utility
comnissions adopt rules after notice and hearings, indicating that the
comissions' actions are intended to be reasoned and reviewasble.

lost commissions for which we have information relied upon utility
filinss of "avoided cost" rates to satisfy their raguirement to estallish
a methndclogy. Very little guidance was given to the utilities other
than repeating the list of factors which FIRC suggested the commissions
consider; the filings were nerely subject to ad hoc commission review.

Some commissions did give additional guidance, but stopped short of

GSection 210(f).
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Table III
PROCESS JF ESTA3LISHING [ETHIDILOGIZS

o, of cormissions

Jtility filings 22
Ttility filings made with PYC juidance 5
PUC sets methodology or calculates rates 12
%o information 12

establ{shing the methodology thems21lves. A minority of commissions
astablishad their own methodology.

Jdbviously, the first approach is the most Jifficult for the
res2archer to raview and analyze, and in those states which ralied upon
utility filings we often inferred the rmethodology in practice (see
section J below) from the tariffs proposed by the utilitiss. The putlic
utility cormissions often hal utilities file avoided cost "data" without
any reference to a nethodolojy for deriving it. Sometinmes refereices to
cormuter rodels or to specific plant data helped to determine the actual
nethodology used, hut in jeneral this approach by the pudlic utility
corrissions rmade it difficult to determine what rethodology the utility
used anc what restrictions, if any, on the selection of ~ethodolojy were
irmnsed by the nsublic utility commission. Yndoubtedly a few of the
cemissions have, by pracedent, established riethodolojies for calculating
;ar;inal costs which vere implicit in the decisions we analyzed; very
often it seemed that the commission was treating the calculation of
avoided costs as if the methodology was apparent.

‘lhen state commiissions used staff reports or testimony cor had staff

propose the rule, the task of determining the public utility cormission's
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requirenents for methodology became ruch simpler. The issues in
controversy were more clearly spelled out, and the basis of the
cornnission's decisions was clearer. While this study presents no
evidence that the first approach discussed resulted in rates not
reflecting the full force of PURPA, the prevalence of states which reliad
upon utility filings without supplying nuch analysis of their oun reduces
our confidence that the issues were fully discussed.

2.4 Avoided Cost :lethodolosies

As every public utility commission adopted scparute methcdelogies
for calculating as available and firm power costs (as contemplated in the
FE?S rules), the methodalojies which cover avoided capacity costs Will be
discussed separately from those which cover avoided energy costs only.
2.4.1 Avoided enerjy cost methodoalojies

The FEXC rules require that all QFs be paid the avoided costs of the
enerjy they sell to the utility. A nunder of factors are Tisted in toe
FTRC rules, but the states were given wide latitude in establishing
energy rates for QFs so long as the rates did not fail belou the
utility's "incremental" costs. As can be seen in Table IV, the
comissions tool: advantzje of that wide latitude by 3adopting many
different approaches to the problen.

The avoided energy cost rates are, of course, crucial to the
economics of photovoltaic systems. They are the primary source of
benefits for a grid-connected photovoltaic systei, and their proper
calculation will assure that the appropriate incentives exist for
investnent in such systems.

Many public utility cormissions did not establish a precise

methodology for the utilities to follow in establishing avoided energy
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Table IV
AVOIDID ZNERGY COST EETHODOLOGIZS

nwo. of cormissicns

Utility filings (no further information) i
1acrenental or decremental costs S
Tomouter sinmulations 5
Purchased power rates (pool or supplyinj utility) &
larginal plant (utility's own or nool's 4
Systemn lantda 1
Jther 4
"ot specified/no informatinn/unclear 15

ante: Tuo states gave options and are counted for each option; hence
total does not add to 51.

costs hut rather merely recitad the raguirements of the ~Z.° rulgs and
required the utilities to file rates which took into account the factors
nentionad in the rules. Yery oftern it was difficult to tell exactly hat
the utility did to calculate the avoided enerjy costs.

A Tarje nunber of other cormissions raferred to incremental or
dncreriental cost calculations without detailing exactly what neti;odology
the utilities were to follow. Quite nossibly the methadolojies | ave beaq
established in prior cases, but there was little to go on in the uritten
osininns on ratas ‘or Js.

A nunber of cormissinns used the marjinal plant from the utility's
entire systen and determined that its fuel costs were the costs which QF
poer would displace. At Teast one state applied a sinmilar approach,
using the marginal plant within the entire state (as the utilities are
interconnected) to establish avoided enerqy costs for all utilities

within the state. In either case, the estinates of avoided energy costs
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are often based upon sonz historical (or projected) average for the
plant. The average nay be updatué annually or quarterly, and accountin,
adjustnents ray or may not be wede after the accounting period has endzd,
depencin: upon the comiission's rules. Also, 3 difierent ylant may be
selected for calculating the off-peak rate tian was selected for
calculating tke on-peak or, if there is one, tk2 shoulder-period rate.

One cornission may decide to use the utility's system lambda as the
avrided enerjy cost rate. The syster lambda represants the Tuel cost of
the plant which is the most expensive to operzte at any given time.
Obviously it cannot, usin; present metering technologies, change as the
utility's dispatch of plants changes throughout the day; hence avera;in;
~ased upon historical patterns, sinilar to the sinzle plant "iethod
describ~d above, must Le used. Again, accountinj adjustments after the
fact may occur, dependinj upon the commissiog:s rules.

The rates may also be established based upon rates for purchased
poer. In a few states, the issue of the rates used in the rejional
pover nool arose as a possible way to establish the utilities' avoided
costs, as a utility would never generate power if it cost more than the
pool price and would always be able to sell any excess at that price.
Again, estizates based upon historical averajes would usually forn the
basis for rates, and accounting adjustments after the fact may occur.

The issue of rates for purchased power becoues most significant vhen
the utility uhich distributes the electricity to the final customer has
no generating facilities but purchases all its power needs fron a
generating utility. Power supplied fron a GF would displace generation
in the generating utility by reducin; the consumption of the distributing

utility. Yet the distributing utility saves only at a flat rate for the
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bulk power it puréhases and not at the (usuélly higher) avoided enerjy
cost of the generating utility. Of the three states which faced this
issue, all aliowed the QF only the bulk power rate available to the
distributing utility.
dhen the distributing utility is a subsidiary of the jenerating

utility, the issue becomes very problematical; it is usually compTicated
further because the rates for the bulk poiwer sale are not under the
control of the state public utility commission but rather are within

FZIXT's jurisdiction. As wheelinj cannot be required in riost cases except
by FZRC because the power would be crossing state lines, the state public
utility comission cannot order the jenerating utility to pay its avoided
costs to the QF, even though in fact it is the jenerating utility which
is avoidin; generating costs. On the netition of tha lassachusatts
Jepartment of Public Utilities, this matter is presently before FZRC.

Its nntential sijnificance for photovoltaic nower arcducers is obvious.

Tab]e V
ITHIZR COSTS INCLUDED IM AVOIDED ENERGY Z0S5TS
0. of coumissions

VYariable operating and naintenance costs:

Includad 20
lot specified 15
o infornation/unclear 13

Line TInsses:

Included 22
10t specified 10
o information 11

lote: Inly one state included transw1ss1on line lasses but excluded
distribution line losses.
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The issue of averaging over the different time pariods
(peak/off-peal, quarter, year, etc.) may also be potentially serious fur
photovoltaic power producers, depending upon how wide the peak period is,
whether there is a peax period at all, and tc what extent seascnal
variations are reflected in the avoided energy cost calculations. Also,
to the extent that such averaging fails to fully represent the
instantaneous coincidence of load and power supnly which photavoltaic
systeris t1ight produce, the averajing will produce 2 rate which provides
an iproper incentive for photovol:aic power producers to build systeiss.

Treatiient of two potential components of avoided enerjy costs other
than fuel costs has not been uniform across the states, as Taule V
denonstrates. Approximztely half the state public utility comissiors
require that variable operating and maintenan;e expenses be included in
the calculation of avqided energy costs; in the other stctes the issue
often Zid¢ not arise. Also, transnission and distribution systen line
lossec were required by about half the stetes. OJccasionally suificient
facts to support an adjustment to the avoided energy cost calculation
were not available. While both of these components are elemerts of the
increnental cost of electricity, neither is very large, and they may not
be that important to the econonics of photovoltaic systens.
2.4.2 Avoided capacity cost nethodologies

The FZRC rules make it clear that QFs should receive capacity
credits if they allow the utility to avoid construction of new capacity
or purchase of canacity from other utilities. The comments to the rules
nake it clear that 100% reliability of the QF is not essential before the
QF becomes entitled to the capacity credit. For example, in the case of

photovoltaic systems there would be some reliability in a statistical
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sense, even though the system's output is weather-dependent and only
occurs during the day. Also, the value of such JFs in the agsregate .ay
result in a capacity credit even if singly they do not produce reliable
cayacity.

Two public utility commissions did not establish cepacity credits
for J7s because the utilities within their jurisdiction presently have
axcess capacity. Three others secmed to require a jreater degree of
firrmess in the supply of capacity from the QF than the FZRC rules szem
to iply. As the FERC rules gave the cormissions scant juidance on now
to adjust for less than ]00% reliability, some commissions simply reduced
*he calculation of avoided capacity cost by the percent2ge unreliability
of the QF (100 minus the percent reliability). In general, as no clear
and sin)le nethod for adjusting the capacity credit appeared to de
,av&i?able, the comnissions selected convenient methods.

ren a public utility commission did attempt to establish a
nethodology for calculating avoided capacity costs, it was usually faced
uith a choice of a simple method uhich could be easily verified or a iore
corplax one using corputer sinulation models which, although tecimically
more gpnealing, was difficult to implement. As Table VI derionstrates,
inany comnissions chose the simple method of calculating the value to the
utility of postnoning a scheduled nlant for a certain period; the lonjer
ar larjer the postponerent, the greater the avoided capacity cost.
Alaost as many others simply used the list of factors in the FEXC rules
without articulating how they were to be converted into a methodolojy.
Inly a handful of cormiissions required tnhe use of larje computer models
designad to help utilities optimize their capacity expansion planning.

A feu other nethodolnjies ..ere selectad. Jne called for using the
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rates for the purchase and sale of capacity in the regional electric
nool, a sinple method which has the further advantage of takinj into
account the reality of jower pools. Tiwo cormissions referred to
differertial revenue reguirements methodologies which calculate revenue
reguirernts with versus without J7s connected to the utility systenm.
Pérhaps this type of methodolocy implicitly includes some fori of
capacity expansion planning. Two cormissions referred to long-run
incremental cost methodslories wiich may also refer to some sort of

capacity expansion planning.

Tatle VI
AVIIDTD CAPACITY COST 'ETHODILOGIES

0. of comissions

o—

Neferral of planned expansion

ref factors

Capacity expansicn planning models
Pouer pool rates

Long-run incremental costs
Differential reverue requirements
No credits due to excass capacity
Unclear/utility-cetermined/other
Not specified/no information

SOOI MN DLW IO T

—

Only three comnissions explicitly linked the calculation of enerjy
and capacity avoided costs for situations in which a QF provided
capacity. In other words, when a QF would earn a capacity credit
because, for example, the utility could then defer construction of a new
generation plant, the comnission should also require that the enerjy

component of the QF's payment be derived from that same plant. Two
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rethods for calculating the capacity credit, namely the generation
exnansion planning method and the differential revenue requirenents
method, may link the calculation of energy and capacity credits,
denending upon how they are applied; however, only three coimissions
addressed the issue explicitly.

In any event, some ccimissions appeared to be statinj the capacity
value of photovoltaic systems or other stochastic small power producers
conservatively. :lhile this will not be a problen for potential
photovoltaic nower producers now, as they will be replacing the
generation of expensive oil-fired plants, it may become a problen uhen
the nation's utilities' have largely switched away from oil to coal or
sore other fuel source uwhich is more capital-intensive. At tnat point -
some of these nethodolojies may not give weather-dependent power
jeneration sources such as photovoltaics the full capacity credit they
deserve, and their econortic desirability may be unreasonably harmed.

Table YII shows that only 14 cormissions considered the issue of
tachnology-specific rates for JFs. Oof those 14, only five actually
considered specific technologies, and no details were jiven adout how to
arrive at such a rate. The idea of technolojy-specific rates appears to
b2 a bit ahead of its tine.

2.5 Interconnection requirenents

The interconnection requirements uwhich public utility cormissions
astablish for QFs, while not reflected in the avoided cost rates for
purchase of QF power, will probably have the qreatast affect upon the
econonics of photovoltaic systems of any of the PURPA reguirements. They
have the potential to make balance-of-systen costs very hijh, consuning

alrost all the system's econoriic benefits, thus leaving little or no roon
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Table VII
EXISTENCE OF TECHHOLDGY-SPECI?IC RATES

wo., of commissions

Technolosy-snecific rates allowed 14
not allowed/liot specified 25
do information 1

Frequency of mention of specific technolojies:
Not specificd
lind
(N2nied for wind)
Phiotovoltaics
Hydroelectric
Weathar-dependent

——d | -t OO

Note: Scme comnissions menticned more than one technoloyy; hence
total does not add to 14.

fcr th2 costs of the module or other coiponents of the pictovolteic
syster.

Also, Tlittle is known about the consequences of interconnection of
many srall power producers to the utility gfid. Issues of safety and
power quality arn legitimate concerns of public utility commissicns and
utilities, yet the nearly total absence of accepted standards for such
interconnections makes reasoned decision-niaking difficult.

In the absence of nuch firn technical consensus on these matters,
many comissions have had little choice but to take the utility's
requirements practically on faith. Though the utility's requirements are
offered in jood faith, they are offered without much factual support, aud
the requirements could be excessive. Table VIII shows the level of
guidance which public utility comissions were able to yive in the area

of setting safety standards for interconnection.
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" Table VIII
ESTASLISH'ENT OF SAFETY REQUIREIENTS FOR QFS

Hde. of commissicns

Public utility commission &
Utility, subject to review by coumission 13
utility with little or no guidance 15
int specified/no information 10

The majority of public utility comaissions have required that GrFs
nay only the "extra" costs of interconnection, as Taole IX saows. These
costs may cover suwitching equipment, protective devices for utility
equipnient and personnel, power conditioning and wave synchronization
equipment, ne*2rinj, and other costs which would not 5e incurred if the
customer were not supplying power to the utility. Yet often the
cammissions do not, due to their Tack of exnertise in th2se nmatters,
specify exactly /hat equinment is reguired and what level of equipment
will suffice. 9f the 15 commissions which itemized reguirements, none
astablished firm technical requir2ments for the interconnection. Very
often the commission will Hefer to the utility's judgnent in such
1atters; seven commissions referred to the handful of IZZZ or other
clectrical standards in existence or to standard practice in the utility
industry, even thoujh utility practize rejardin; interconnection with JFs
is far from standardized.

One reguirement relating to interconnection which has occasionally
iris2n is that of indermity insurance purchased by the JF to cover any

nossitle harm to the utility's equipment and jersonnel. This has varied
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Table IX

INTZRCOHNECTION COSTS ALLOCTATED TD QF

io. of comissions

Excess over ordinary interconnection costs 27
Iterrized functional or hardvare reqguirenents 15
Indemnification of utility required 5

-

not specified v
No information 1

wote: A nunber of states fell into tuc or mor: catejories; hince the
total does not add to 51.

fron a requirenent that the QF purchase a "coimercially reasonalle"
anount of liability insurance to the requireuent that the - purchase a
$1,000,00C indennification policy. Althous.: the lattcr case is the
exception, establishing what is a comneré?ally reasonable level of
insurarce tc reguire would reduce the chances tnat this reguireriant will
become an unreasonable hindrance to photovoltaic develop:ient.

To mitigate ajainst the concerns about possibtle utility overkill in
these areas, many comnissions have adop‘ed review or appeal proceduras
for cases in which the utility and the putative QF cannot a;ree upon 1
appropriate interconnection. These procedures should help soie, but
they, too, must rely upon the scant techinical consensus on waat specific

" hardware is required for a safe and reliable interconnection.

2.6 'heelin,

The FIXC rules allow for utility wheelinj of JF power with the (F'c
consent but ;do not mandate the utility to wheel the QF's power unless the
utility also consents. ,Although, as Table X shous, the wheelin; issu2

did not arise in many jurisdictions, when it did the public utility

commissions usually applied the FC2C rules requiring rmutual zonsent.

k)
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Table X
CMISSION POLICIES ON ‘HEELIIG

wo. of corwiissions

3oth utility and JF rust give consent
Inly F's ccnsent mentioned

Inly utility's consent rmentioned
‘lheeling is outside state's jurisdiction
ot specified or case-by-case review

110 infornmation

- N
— G122 N LI 0D

As discussad above, the issue of which utility's costs are avoided
becane an important issue for non-jeneratin; utilitics and for utilities
in rejions wnere pooling practices are well-established. The selection
of the pool's systen lantda or tiie generating utility's avoided costs as
the basis for the rates for ajurchase of QF power has the same =ffect as
ferced wneeling, ‘hen the public utility comnissions so act, conceras
about utility reluctance to wheel and utility wsheeling charyes ¥ade into
tr2 background. ilowever, in those jurisdictions where the issue of uhich
utility's costs are avcided was not faced, utility reluctance to wh.el
~ay be a problen,

One comissicn Jdevelojsed a rather innovative apprcaczh tn the issue.
Nev ilexico gives the utility to which the QF is interconnected the right
of first rafusal on the }'s power. 5Should the utility refuse the pouer,
the ¢ nay sell it to another utility which then would sell it Lack to
the interconnected utility or nake arranjenznts for its wizéling. It
will be interesting to see if the Hew lexico experiuent vorks.

2.7 Qates for fuxiliary Power

The FENC rules require utilitias to offer four types of auxiliary
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power (baciiup, maintenance, supplenentary, anc interruptible) to Qrs.
The availability of auxiliary pouwer at reasonahle costs is economically
important when the QF is operating in parallel with the utility, talin,
only its needs from the grid an? selliny its excess to the grid, as it
affects the overall system benefits. ihen the QF sells all its power to
the grid and isolates its load from its own power supply, there:, using
utility pover to meet its entire load, the QF's load would be treated
Tike any otier retail custoner's, and th» issuc of rates for auxiliary
power would not arise.

Hhile there are concestual differences auong the four rates, tany
public utility connissions trcated them as a Llock, not discussing any
cifferentas anonj then beyond copyin., the definitions in the FITC rules,
As no gnod reason for distinguishing among the rates appears so lon; as
auxiliary paover is offeres in all four situations, the issue of effective
corpliance appears to be resclved.

fore interesting, however, is the level of the rates relative to the
avoided costs for purchase of JF power and to "ordinary" retail rates.
Table XI shous that only a few commissions have szen fit to allo.
differences. In some cases the rate for auxiliary power was the same as
the avoided-cost rate for purchase of QF power, especially in situations
where the utility was required to pay for net (rather than gross)
purchases from the F. Such situations usually involved a two-way
metering arrangement. !ore fregquently, however, the commission would
require that QFs pay for this pcwer at retail rates for customers with
similar load characteristics.

Twe issues arise with this latter formulation. First, no public

utility commission spent very much effort defining whaf *sinilar load
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Table XI
COIMISSION POLICIZS 0N QF PURCHASZS OF UTILITY PIUER

ilo. of coiriissions

Availability of utility power:

AlT four rates available

A11 four rates available upon regusst

Three rates available

Two rates available

Sane as for customers with sinilar lcads

Jdot specified

o inTorniation

o

b —
—t CS d [ et =t €

Jifferences from ordinary rates:
‘Not suncified/lepeat of FIRT rules
Special rates allowed
w0 inTormatinn

>y
— 14

—

characteristics” night mean for particular technolo ies. It is hard to
conceive of a class of custconers existing today which s..ous consumption
natterns sinilar to those which ouners of dhotoveltaic systems mijht
have, i.e. reduced nidday consunmption. 'iile there is no evjdence that
this is a problem yet, it may become so in the future.

Secend, charjinj retail rates tc QFs for auxiliary puuer may result
in inappropriate charqges, narticularly demand charges. For exampTe,_nany
coniercial tariffs char;e customers for their jseal usa,e curing 2
narticular billing period. If a QF stops producing power for the fifteen
rminutes when it (or the systen, depending upon tie tariff) experierces
peak demand, it may incur just as high a denand charge as if it had
produced no power during the billing period. Several public utility
cormissions are concerned about this issue, altaough their actions are

not aluays clear on the issue. At least one has deternined that, since
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the utility is legal1y~ot1i3ated to supply the powar to the 3r, it cannot
charte 2 demand charge. As that reasoning wau]d'apﬁear fo apply equally
as well tc ordinary comercial ratepayers, it probably will not be the
solution which most public utility commissions adoot. Hence this issuc
nmerits uatching, as it may become a protlen for certain phatoveltaic

systeas in certain applications.

3.0 Swwmary and Conélusinns

Several important conclusions can be draun rejarding the 2ifects of
state public utility commissions' actions upon penetration of
plotevoliaic systens inte the utility grid. Thas2 conclusions are
discuss~1 bLelow.

First, it seens fairly clear that PURP] has dore rwch te cgen thz
doors for small power producers. The guestion faciny the utility and the
77 is no lonjer whether a deal can be struck, but rather at wiat price.
‘'rether PUTPA has placed the JF in an 2qual barzaining position with the
utility is not clear as yet, ho.ever; it would be wise to see what
develops in the future.

Second, while PUXP/ has helped to make utilitics responsive to
¥ -generated power, it has not resulted in a uniforn system of settiny
rates fcr the purchase of that power. Furthermore, becau.c of the
practice of many commissions in relying upon utility filings, it is
difficult to determine exactly how tie rates are set, hence makiny
federal oversi jht of the rate-setting difficult and thereby allowiny a
civersity of state practices to flourish. While this diversity may be
helpful in allowing "good" methods of estabtlishing these rates develop,

it may ultimately become a hindrance to potential QFs as each state's
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practice nust be understood before a nanufacturer is willin; to invest in
building a distribution network in a particular state. Also, it may be
that comission reliance upon utility filings naj result in lover rates
for IF power than would result through staff-proposed rates; further
study may oo varranted.

Third, the issue which has the greatest potential for ultimately
affecting the economic value of photovoltaic systens to prospective
investors is the intercornection issue. Tlie commission reguirerents for
safet, operating reliability, and other interconnection problems are
often based upon utility filings, as there is little technical consensus
to which the cortaissions can refer. As the costs of tiiese requirenents
zan consﬁne much oF the econamic berefits of phctovolteic systens, it is
iportant that they be 1ade reasonable. Providing an adequate tecinical
“asis tc which commissions, utilities, and Qs alike can refer would ielp
to ensure that the requirements are reasonable,

fourth, the question of the rates to b~ set by non-gancrating
utilitias must be addressed at a federal level. Allowing Jdistributing
utilities to pay only the flat bulk pcuer (i.e. averaye) costs wiich tiey
avoid even though the jenerating utilities are avoiding mar;inal (usually
2il-fire.!) costs will discouraqge the introduction of photovoltaic systens
and other Fs. The availability of forced wheeliny to the jenerating
utility is a closely related issua which should also Le addressec. A
2eniinj case before FLIC may resolve the first half of this matter, and
it should be watched.

Fifth, improper setting of rates for auxiliary power nay detract
fran the econonics >f systews operated in parillel with the utility.

Yery little guidance has bean given at present by FIRC on this qatter.
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Jenand charjges hich vere established for custoirers whiich only Consuned
pover and did not generate it may or may not ovarstate reasonable
charges; without exanination on a utility-u,-utilit; basis exactl, what
costs are bheinj ascribed to the demand charge, it is not possiole to tell
whether the charges are high or Tow. If dencn. charges nrove to be a
hindrance to the introcuction of photovoltaic systems systems operating
in parallel with the utility, and i7 the otlier clternative (siuulfaneaus
purchase and sale) proves infeasible for econouic or technical rezsons,
tre matter mey then require a closer loox anc sone fecarzl action.

rinally, questions about fhe jeneral design of PJRPA's section 213,
which places responcil.ility upon the stetc public utilit, comissions for
inplementing the federal policies in favor of cojeneration and small
pouer oroduction, "ust be raisel. Time after tinie it becaie zpparent
that many commissions were straining their expertise to decal with
narticular icsues, OJften issues were simply not facel. lhether another
rejulatery design, with more centralized control in the hands of federal
officials, would be more 2ffective is unclear. Perhaps the existinj
framework bhest allows for experimentation with rejulatery practiée while
the underlying arrangenents are worked out in tho field.

Of all the issues discussed above, the most important one at
present, from the point of view of break-even econo..ics of 7Fs, is the
interconnection issue. The other issues will take a while to mature and
will invariably regquire further study when they do, but the
interconnection issue is real, is current, and is something for whick

relevant technical information can be develojed.
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Chapter 7

Perspectives on the Government 20le in liew Technology
Developriert and Jiffusicn )

Jrew 3ottaro
Paul R. Carpenter
lichard D. Tabors
1.0 Introduction
The last tuwo decades have seen a consideratle expanzion in the Tevel
of direct governrental involvement in technology develoment, particularly
in enercy related technologics. The Tast year has seen a dranatic
retreat from this policy. Is there any sense that we can say that the
particular progran activities which constituted this expansion and now
the retreat were based on sound economic criteria? \ilhy does the
discussion of federal involvement in technolozy development and diffusion
(also known as "commercialization") seem so mind-numbing? Are econonists
part of the probler of lack of focus in this deliate or are e part of the
solution? Our four years of direct involvement in the solar photovoltaic
conversion technology development prograns has led us to reexanine thase
questions. |
Econonists have been fond of using the concept of mariet failures or
externalities to justify government involvement in technology
developrnent. But coincidentally, we have 21so been fond of aryuing that

none of these failures prescribe government involvement on a

technology-specific basis. As George Tads observed a decade ago, we have
left policy makers and program managers with little to guide then in the

decision to fund or to design and manaje these programs:

This gap is caused in part by the fact that the theory of
externalities and the conditions under which its simplest prediction
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i§ a proper quide to policy have not been clearly understood by
those formulating J.S. government science and technology nolicy.

This misunderstanding has been abetted by the failure of economists
to present the theory of externalities in an oierational form. e

economists have given policy makers a theory €Sses a yreat

deal of political attractiveness, but we have failed to develoy the

tools that would allow us either to show those government officials
charqged uith i:plemwenting science policy “ow the tiieory sihould be
applied in specific cases or to demonstrate_to them and to the
aublic that the theory is being misapplied.!

"'hile ve do not sropose to srovide all of these tcols in tiis
chapter, we do propose to present a framework around which the theory can
be made relevant to the program manager.

The rermainder of this chapter is divided into two major sections
thich correspond to the questions whether (is there a jovernment role?)
and how (if the goverrnment is involved, how should tiese programs be
desijned and manajed?). In the first section we will characterize the
traditional economic literature on this subject and present the market
failure concept as we telieve it relates to *echnolagy-specific
activities. In the "how" section a framework for program Jesign will be
nresented and the example of solar nhotovcltaic teciinolozy will be used
to illustrate its use. This section and the chapter will close with some
Ccoments on tha proslems inharent in government-nanajed procrams with

some sungestions for improvements as well as a discussion of inidustry

rariet structure and its inplications for progran management.

2.9 1Is There an Aparonriate Government Tole?

2.1 Current Theories

Like the Little Prince's neagrapher, the econcmists who have

——

]George Eads, "US Goveranent Support for Civilian Techno]o?y:
zcononic Theory Versus Political Practice," Research Policy, Vol. 3,
1274, n. 2-15. (Zrmhasis added).
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contributed to this field HaVeﬂlargelj'béen concerned viita the "whether"
gquestion and not the "how". llhile it is not irmmediately obvious that the
literature falls into 2 convenient classification scheuwe, we detect a
spectrum of approaches that range from a direct frontal assault fron a
theory perspective to a2 case study approach that evaluates nast projrarn
successes and failures. The work which best represents the theor:-
perspective and the cnly paner that to our knowledge treats thec questicn

of whether government support should be jiven on a techinology-specific

o Mo}
Ly w

basis is Scimalensee (1577). This work contributes thres valuabhle

conclusiors with regard to the government role question:

o There is no efficiency basis for treating eneryy technolo,ies a:
a special case even under domestic energy price controls. (The
"y not textiles?" argunent).

o ‘'/hen dorestic energy prices are less than world prices and in a
world of certainty, general output:-subsidies are usually
superior to selective input-subsidies.

o Yith decontrolled domestic prices and in an uncertair worl.,
selective governnental intervention may be warranted if there
are nmarket failures associatzd with buyer information, or
institutional problems in the appropriation of benefits.
(Schmalensee finds this case unpersuasive and warns that
governments, like markets, are also imperfect.)

This third conclusion is only briefly developed in Schmelensee, but un-

fortunately it is the only one of immediate relevance to our concerns here.4

27ichard Schmalensee, App(ggriate Government Policy Tovard
Comnercialization of New Energy Sunply Technolojies, 111 cnergy Lal.
Working Paper 79-052.P, October 1978.

33ther work here includes Eads, op. cit.; Helson, Richard, Thc
Moon and the Ghetto, Mew York: Norton, 1977; Joskow, Paul and Robert

PIndyzk, should the governrent Subsjdize Ngn-ggnygn§igagl Energy
Supplies?, MiT~-EL 75-0C3\P, NIT Energy Laboratory, 157/9.

4our analysis should not be construed as being limited to energy
technologies, and for all intents and purposes domestic energy prices
have been, or will be, decontrolled. Finally, we live in an uncertain

world where it is not generally possible to write perfect contingent
claims contracts.
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The other end of the literature spectrum is represented by the land
Torporation's study of the factcrs which Ted to the success or fzilure of
24 government-supported cormercial demonstration ,Jrojects.S The |
inportant conclusions of this study have to do witih when demonstration
nprojects (one of rmay potential activities, as will be discussed later)
are likaly to be successful. Rand argued on the sasis of the cases
studied that the technolgoy must be "well-in-hand" to show significant
diffusion after the demonstration. This work does not anc wes not
ihtended to address the more general question of the governrient role
beyond demonstration projects nor does it discuss how demonstration
projects fit into the entire "cormercialization process."”

The concept of a "commercialization process” frnm basic research
thronjh diffusion is not new in any sense, having been developed at some
lencth in the R3D nmanajenent literature. It was connected with the
concent of market failures in an energy market context by the IIT Inergy
Laboratory Policy Stucdy Group workg in 1976. This final niece of the
Titeraturs is a start at drawing the linkaje between tihe motivation for
~overniient support and program design and management. Unfortunately, the
HIT report does not distinguish betueen nariet failures uhich justify
technology-specific activities and those that do not. Rather, it treaks
doun the technology develonnent process by stajes and analyzes the
appropriateness of the governmental role as a function of the
tachnnlogy's Jevelopmental stage.

5339?. W., et, al, "Analysis gf%fgdéra!1y Funded Jemonstration
Proj2cts,” The Rand Corporation, R-1325-DOC, April 1276,

GMIT Energy Lab Policy Study Group, “Government Support for the
ggngercialization of 'lev Cnerdy Technolojies,” IIIT-EL 76-C09, !lovember
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In the remainder of this section we examine briefly the market
failures which are inherent in the cevelopment of new technologies.
Some, we believe, justify technology-specific involvement by the
governrent; our reasons are spellad out. Finally, we examine ovriefl but
do not, atterpt to resolve the issue of evaluatinj the severity of these
mari:at failures.

2.2 Traditional Justifications for Governmental Involvement in iicv
1echnolosy Jeveloorent

Several market failures are corsionly used to justify governnental
intervention in the development of new technolojies. They range from
price problens to verious market uncertaintics to marcet structure
concerns; a brief review of them will set the subsequent ciscussion.

Perhaps tﬁe most cormonly discussed market failura in the enceryy

field is incorrect nrices. Typically, price distortions ir 0il and gas

marxets are raised, althoujh coal, nuclear, and electricity are 2lso
portrayved as victims of this market failure. Its sources are usually
ascribed to non-competitive mariet structures (e.g., OPCC), price
rejulation (price controls or rate regulation), and subsidies (e.g., the
cil depletion allowance). These price distortions can lead to
underinvestrent in new energy technologies which, it is often arjued,
make governnental intervention into development of those technologies
desirable.

Imperfect information flow between prcducers and consuners is alsc

raised as a source of market failure. The inability of consumers to
convey to producers exactly what their needs are results in some
uncertainties in the profits producers will realize from investments in
new technology production equipment; hence they tend to underinvest in

such equipment. Similarly, the inability of producers to describe
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exactly the characteristics of thefr products results in some consumer

uncertainty regardinj the product and hence some underconsumption which

results in underinvestment.

A sinilar market failure involves the coordinition necessary Setween

developers of the new technology and developers of the production

equipment for the new technology, as they are often not the saue. This

marzet failure is obviously more applicable to technologies which will be
producaed in quantity such as ultra-sound scanners or heat Juips.

If the benefits which flow from the development of a new technology
cannot entirely be captured by the inncvator, a diitinished incentive to

invest in the development of new technologies results. This

inappropriability of the innovation's tenefits should be alleviated Ly
the availability of patents; there are those who would arjue atout the
efficacy of our patent system.

Finally, the existence of a non-competitive market structure has

been alleged to inhibit the development of new technolojies. The
Schumeterian hyaotresis arques the contrary, however, and the evidence
is nct entirely persuasive on either side.

2.3 Justifications for Technology-5pecific Jovernmental Involvement in
iew Technology Jevaloomant ; ‘

In general, the above market failures may provide justification Fcr
covernrental involvement in new tecinology development, depending upon
their significance. Whether action should be taken on a ubroad asis
which is technology-neutral or vhether it should occur on a
technology-specific basis is another matter. Technolojy-neutral actions
4o not select particular technologies such as “seniconductors® or "oil
shale" as targets for gcvernment funding, whereas technology-specific

actions do so select, often in the form of "programs" for particular
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technologies.

Uhi]e in theory technology-neutral governriental action is optinel,
jt is not clear how to design prograns which are even-handed across all
technolojies. For example, how does one develop a tax credit based ugon
the deqgree of information imperfection existing in a market? And who
receives the tax credit? Obviously some classification of petential
recipients according to the particular technolojies is essential or else
the IS cannot determine how much credit to allow to whor.

1. Jutput versus input subsidies

Previous analysis of the question of technolo;/-neutral versus
technc1aqy-snecific governmental involvement “as taken the forr of a
discussion of the relative merits of input subsidies as compared to
output subsidies. Input subsidies are awarggd to various inputs to the
technolojy development process; some exanples include jrants for
prototyne testing and for research on various aspects of the technology's
desigr. or operation. Output subsidies are awardad on the basis of the
technology's energy output. Output subsidies, it is arjued, are
technology-neutral; any technolojy which produces the desired output
receives the subsidy. Input subsidies, on the other hand, can do no
better than output subsidies because at best they will duplicate the
results of the technology-neutral output subsidies and at worst they will
subsidize unfruitful technologies at the expense of ones which, ac hoc,
would have been successful.

But are output subsidies really feasitle? rPerhaps they make sone
sense for synthetic fuels and other new energy supply technologies, but

they make little sense in other instances. Indeed, some of the problens

make them seem more clunsy than input subsidies; one serious practical
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proolen, apparent with the solar tax credits, is the inability to predict
budjetary impacts with any reasonable accuracy.

One large problem arises in applying them to enerqy conversion
technologies, which include heat purps as well as conventional neating
systems; both convert energy in the form of electric or chenmical
notential into kinetic energy in the form of heat. Clearly the "output"
from such technologies depends upon the capital and energy inputs. An
output subsidy would give a jreater subsidy to a large,
enerqy-inefficient conversion device than to a small, efficient one, even
if capital costs per unit output were identicall The problem here is
that it is not obvious what the output measure should be:
3TU-equivalents, barrels of oil disnlaced, or scm2 other nieasure.

The existence of output subsidies, while useful in some contexts, is
not in itself sufficiant fer denying or mininizing the nceld for
technology-specif ic governmental assistance for developnent of new energy
technologies. It s now appropriate to exanine reascns iy 3 nead docs
exist for technology-specific action in certain instances.

2. larket Tailures which justify technolojy-snecific
jovern~ental involvernent

Of the five market failures listed in section II1.3 acove, we arju2
that some of them justify technology-specific action by jovernment while
cthers do not. ‘'le begin by dismissing those which do not seem to ‘iarrant
technolngy-specific governmental involvenent.

First, the problen of nispriced ererjy supplies is acddressatle
better through changes in price controls or, should that prove
politically or institutionally irfeasille, price subsidies to alternative

fuel supply technologies. The effects of incorrect enerjy prices are
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widespread and the adjustments which must be made in response to the-
pertain to ﬁany technologies. Ideall, these subsidies can be made
technolojy-neutral, though there may be some problems even with that, as
the precedinj discussion indicates. In any event, we dc not thin: that
incorrect energy prices are a sufficient justification for technology-
specific procrams in most instances.

Also, the problenms of non-competitive market structures and their
implications for new technology development do not constitute a
sufficient basis for technology-specific intervention into the
marietplace. In our opinion, the evidence to date on the consequences of
mariet concentration uaon innovation is not persuasive enough to rest
governnental involvenent solely on this market failure. Incee:, the
Schurpeterian hypothesis argues to the contrary. Should this thorny
issue becone better resolved within the economics profession, perhaps
undue market concentration could become a satisfactory basis for action;
that tine has not yef arrived.

He do think that the other identified market failures are sufficien

[

in themselves for technology-specific governmental involvement, assuming
they are sufficient in magnitude. The inappropriability of the benefits
of new technology development is likely to vary from technology to
tecﬁnology; some technologies exhibit highly localized learning effects
while others do not. The differences in the localizability of benefits
have little or nothiny to do with the potential value of the different
technolojies but are artifacts of the particular technologies involvel
and the extent of relevant technolojical progress that has occurred to
date. Furthermore, determining the appropriate level of governmental -

involvement to alleviate this market failure requires a fair knowledye
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adout the technological opportunities facing society; the governmental
action, in whatever form it ultiiately takes, is likely to take into
account the specifics of the technologies examined rather than attept to
devise a generally applicable formula for lending support.

The other two market failures (imperfect information flow and lack
of coordination beiween aroducers and technology devalnpers) both pertain
to information asymetries among actors in the marketplace. dow
significant these asymmetries are will vary from technology to
technology, again without regard to the potential value to society of the
various technologies. Some of the miscoordinations may even be :Zue to
institutional barriers created by the government. In any event, any
governrental involvement in these problems is likely to come through
technolojy-specific actions rather than attempts at broad-scale
structural changes within society.

Tiese arjuments hold, we believe, in a first-best world where no
i:pediments to reachinjy equilibriun exist. 'le helieve they are nade
stronzer in a second-best world in which the market failures .e have
identified have been technology-specific and, in effect, have favored
existing technologies.

‘lhat is readily apparent is that the appropriate dejree of

corpensation for any tendency to underinvest will vary widcly by

industry. This sujgests that industry-specific programs are more
litely to produce $ppr0priate results than are projrams applicable
to all industries.

e are somewhat conforted in our views by a conparison to recent
views on the behavior of the Japanese governnent in relatioﬁ to its

industry. Far from the popularized view of "Japan, Inc.,” this

1

~ads, op, cit. p. 7.

——

7
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government seers to be involved in its industry in two ways.,

First, it insures the availa.ilit, of one ey resource--trained
-professionals-~to industry. In addition, it finances cooperative applied
research and experinental developnent in technolojy-specific areas of
significance (e.5., shipbuilding). The actual commercial developwent of
the resulting products or processes is left to industry. In this fashiun
Japan deals directly with the inappropriability market failure.

Second, it provides export market assistance in the forn of an
organized export trading ministry. In this manner Japan helps to
alleviate the information and coordination probleas associated with
enmerging technologies.

2.3 Evaluatinj the Significance of Failures in "‘arkets for Jevelonin;
Technolngies

e have identified twe tyses of marzet failures ubich justity
technalogy-specific intervention in the marketplace. However, as all
narket failures are present to some degree or anotier in all mariets, t.e
question ultimately becores one of evaluating their significance.

HHeasuring the significance of failures in particular marxets would
help immensely in determining whether technology-specific action is
warranted. Unforturately, econometric measurement tezhniques are not
" pracise enough to give solid quantitative answers to these questions.8
Hence, the judgients of many on the significcnce of particular market

failures all too often seems to be subjective. The need for more

. detached analysis is strong and would go far in improvinj the quality of

8For an attempt to quantify learning efiects in the case of
nuclear power, see Zirmernan, Martin, "Learning Effects and the
Cormercialization of llew Energy Technologies: The Case of iiuclear Power,"
prepublication draft, !MIT Sloan School of !lanagement, June 1981,
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policy analyses concerning government involverent in new technology
developnent and the strenjth of the resulting recommendations.

‘le do not pretend to address this issue beyond merely pointing out
its importance. Its siynificance for the present discussion, however, is
that if we do not have precise knowledje of the extent of these market
failures, then of necessity we are operating in a situation in which
bounded rationality reigns. Alternatives nust be compared by
policyrmakers on the basis of scant «nowledge, and dacisions will be made.

.Jlhat is the role of the economist giving policy recommendations in
this case? The decisions to be faced are often pelitical. Without hard
nutbers the econonist's role is larjely advisory. .!evertheless, the
econonist can establish broad principles for future decisions .iich are
as far rerioved fron subjectivity as possible. W2 have presented our
views for discussion on what those principles should be waen the question
is whether *o embark upon a technology-specific jovernmental projram.

The econonist's role need not end here, however. As there are tines when
technalngy-specific programs are warranted, the gquestions of how to
:1anaje such prograus and, perhaps rore i:portantly, wien to stop then,
uill benefit from discussion by econonists. The following saction

aresents our framework for approaching these issues.

3.0 DJesizning and Evaluating Cormercialization Prograns

Once the decision has been made about the need for developinj a
particular technology through the use of a technology-specific
severnmental progran, the questions of desijyning that program and
evaluating its centinued usefu!ne;s nust be 2xplored. This section

orovides a franework for approaching two dasic questions concerning



VII-13
projran desizn and evaluation. First, what are the activities whict the
technology-specific projram should include in its desigqn? Second, at
what point should the jovernncntal involvement stop?

The example of photovoltaics is presented to provide a context fer
the framework's subsequant discussion. In essence, the framsuork
presents methods for characterizing, in relatively simle terus, the
products whichk a technoloyy-specific governnental program should produce

as they relate to the stages of developnent of each aspect of the

technology. These two dimensions of the process are conibined inty a
ratrix which is then used to determine which technolojicel proiucts at
which stajes of development are to be the olLjects of teciinology-specific
qovernmental attention, and for how lonj.

2.1 Basic Photovoltaic Technolo-y

The Departnent of Energy hes pursued a proqran for developiig
photovoltaics over the past several years. The projgram’s content has
changed somevhat froii year to year as fundin; levels has risen and
fallen., The salient characteristics of the tecﬁno1ogy are presented

below.

Piotovoltaics convert sunlight and other solar raliation into direct

current electricity through the use of thin semicbnductors, usually in
wafer form, which produce their power when exposed to the sun. At
current prices photovoltaics systens are upwards of ten tiies the prices
they would have to be to compete effectively with centrally-generated
electric power. The governmental efforts to date have focused upon ways
to lower present prices by addressinj several aspects of photovoltaics
technology.

Naterials: ilost photovoltaics semiconductors are made fron
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crystalline silicon, which is expensive and accounts for much of the high

costﬁqf Qh;ﬁovo;taics. cfforts to reduce the costs here have examined
materials oiher than silicon and ways to produce crystalline silicon from
its raw matéria] (sand or quartzite) more cheaply.

gquchion; Currently most photovoltaics modules are made by
slicing crysiéiline silicon ingoté into wafers, turning the wafers into
semicq;;uct;fs, connecting them by soldering, and encapsulating them,
Autoﬁ;i;ng mahy of these procedures would result in economies of scale in
production and would reduce the cost greatly.

vbdgle: Photovoltaics are currently made into modules with metal
substr#tes and glass covers of dimension 1' x 4'. Increasing the size
may reé&cékgosts. Also, innovative concepts which abandon the notion of
a noduléu{nclude rooftop photovoltaics ;hing1es which would theoretically

saveﬂinstallation costs.

Photovoltaics system: Photovoltaics modules produce direct

current.‘ In order to reet most electrical needs of today, this must be
1nverté& %hto‘alternating current at GO hz. Furthermore, the waveforn of
the reggjting alternating current rust be close to a pafticular shape;
this iﬁ‘achieved through power conditioning devices. The complete system
must also be installed safely and economically.

Efforts here have tried to reduce the power conditioninj device and
fnstallaticn costs, in some cases by trying to combfne the inverter and

the power conditioning equipment into a single device.

3.2 Delineating an Appropriaté Governmental Role

What follows is a suggested framework for delineating the proper
governmental involvement in a particular technology's development. It

begins with the nature of the technology in question, proceeds to a
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discussion of the different roles possible (grouping them according to
their relationship to stages of technological and commercial
developrent), and describes how the framework can be used to design or
evaluate technology-specific governmental prog}ams. The case of
nhotovoltaics is used to demonstrate the use of the framework.
1. Technology Prodﬁcts of Governmental Involvement

Initially one rmust determine what téchnological progress has to
occur before a new technology becémes successfully integrated into the
marketplace. While this may seem rather obvious, it provides one way of
describing the content of a technology-specific governmental program. It
indicates what research and engineering obstacles must be overcome before
the technology can be called a market success. The definition of success
is, of course, relative to the nmarket as that determines whether the
ultimate product will achieve widespread diffusion,

The technological progress needed to get from the existing state of
technology to the desired one can be represented as a series of
"technology products®. A technology product is an engineering advance
which either increases capabilities or reduces costs. The series of
technology products surmarizes the technological roadmep for gett}ng from
here to there and is useful in assessing alternative technological
strategies. ‘

One way to characterize the technology products is according to
their upstream-downstream sequence in production. For example, in the
photovoltaics case described above, the "technology" is described from
the point of crystal manufacture to the installation of a complete
systen. The key features of the technology which were described were

those for which some innovation was possible which would help reduce
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costs to an acceptable level. The potential innovations were 3roupe.
into four broad catejories: materials, production urocesses, photovoltaic
device, and photovoltaics system. ilore jenerally, these could be
describecd as raw nmaterials, production processes, devizz, and final
oroduct.

These four catejories of technology products can be use: to descrice
most technolojy development situations. lot every neu enersy technolosy
uill have tecrnology prcducts in each catejory; however, this does not
dininish the usefulness of the catejories. ror exarple, o0il shale
technology oreducts would not include anything in the davice or final
product catesories as the oil shale production procsss results in
(soneunat tautolojicall,) shale oil; shale oil is almost exactly
analogous to petroleum-based oil (hence no-need for "device" technolcsy
products as tiie device is already in tie narket) and it does not nceu
additional equipment to make it marketable (hence no need for "final
nraduct” tecknolejr aroducts). Usinj these catejories focuses ettention
on the first tuo for the oil shale case. On the other hand, for a
technology such as piiotovoltaics, tecinolojy produsts are required ir all
Tour categories, and their use ensures that any program will not omit ke,
technology products such as installation procedur2s and power
conditioning equiprent.

2. Problen-solving Toles Yhich Govarnnert lay Play

The roles which governient may play in developing a particular
technology product vary with the distance froi: tiie existing state of tie
tachnology to the desired one. This distance is typically measured by

phases of technological development. !hile there are many different

paradigms for phases of the innovation process, they are all fairly
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similar, and e use one in which an innovation moves from basic rasearch
tarough technolojy, enjineerinj, and market develojpment. These phases
are described in some Jetail below.

As a technology underqoes chanje, it passes throujh the four thases
on its way to bacoming comercial, each phase teing characterized by
1ifferent tynes of information development and transnission. The strict
saquence of the phases should not be given sacramental importance, as it
is only an approximation of the actual tining, The point to erphasize
here is that because of the differences in infornmation developed and
trancaitted in each shase, the governuental problen-solving role changes
also. This point will be discussed further in subsection 3.3 below.

Jasic Yesearch: 2asic research involves scientific investijation

airnnd touard understanding the scientific principles underlying the
Sehavior of things. It does not necessarily ain touard a specific
soTutiosn Lut rather toward the cevalopnent of basic information which may
spur innoviation. In the context of a techiology-specific joveramantal
aorojran, tkis basic information is helpful in selectinj the overall
strate_y for achievinj the desired technclo;ical projress. For 2xample,
in ohotovoltaics the research into basic properties of Jifferent
csemiconductor materials helps in selecting auon, crystalline silicon and
tha other options for reducing the cost of the materials,

Technology develosnent: As the technolojy develops, the eventual

oroduct begins to take on a more definite shape, and information avout
the srocesses for jroducin} it is developed. This information is
jathered by testing of nrototype devices and the buildinj and operation
n€ pilot producticn facilities, amonj other activities. In

shntovoltaics, technology development activities could include both of
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the above, although actual efforts to date have stoppe! short of pilot
facilities.

Engineering developnent: Once the device's for: and characteristics

are fairly well establisted, the device and its relatec systen cbmpnnents
nust be proved in actual operatin; environments. Tnis is often dere
initially vith test facilities, with engineerihg field tasts following.
Photovoltaiss systens were initially tested on laloratory rooftops L=zfur.
being tested on actual residences.

laret development: In this phasz comes the first "1ive mar.et"

tests of the »roducts. Passible roles for government are duiniling at
this staje. Prinary possibilities for govarnmental roles a2t this peint
could include actual market testing and broad-scale inforuation
cisse~ination to both pctential user. and affected rejulitory
institutions. Talk of these has occurred ;;wthe photovoltaics efforts to
date. The developrent of information appropriate for digesticn vy
requlatory institutions is an interesting role which one Uranch of
governaent night play in trying to achieve technolo,ical chan_e despitc
the actions of other branches.

This classification of potential problem-solving roles urich the
gqovernnent may take helps in analyzinj different proposals for progra::
desizn or modification. As described below, it should he uses in
conjunction with the technology products categorization to help match
governnental roles with the technolo;y products needed.

3. Using the program design and 2valuation matrix

The tecinology products categories and the proulen-solving roles

classifications can each be represented as separate axes on a matrix, as

shown on the following figure. This analytical tool will hely its users
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ask more detailed questions about the appropriateness of a selected
technology-specific 4overnmental progran. In essence it decomposes the
simmle question of whether technology-specific involvement is .arranted
into a series of questions, one for each cell in the matrix. The
quastions becore :ore refined, thus making the resulting analysis more
satisfactory to economists and non-econouists alike.

To use the matrix for designing a technolojy-specific program, one
ust sinply ask whethar 2ither of the two types of :market failures
discussed in section II is present to a sufficient degree to warrant
governnen*al action. If so, then the roles indicated in the iiorizont.l
axis are aparopriate to include in the projranm for the technology
aroducts indizated on tiie vertical axis.

Tor exarple, we have taken the liberty to fill in the matrix for
Mistoveltaics based on our oun subdjective jul,ment alout the relative
seriousnass of various problens in the developiient of photovoltaics
technolagy versus othar possible uses of public funds. e do so in Full
1ijat of the difficulties of measuring the significance nentioned in
section II1.D above solel, for the saxe of arjuient aind n3t to propcse
tiat e have the "rizht" -hotovoltaics projraz in our jrasp. .'e have
indicated with capital Tetters where ve think the more serisus .ariet
fiilur~s are in the matrix, with lower case lctters where they are less
serious, and with Hlank areas vher2 we do not jerceive sijnificant mariet
failures.

Our strawman projran indicatas that there is an appropriate
governmental role in basic research into semiconductor naterials and
nhotovoltaics production processes. s these ar2 souewhat intertwined

uith snne of the wore radical design concepts {e.g., continuous process
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crsstal’ jrowth and =odule nanufacture), both tecﬁnd?ogy products need
coordinated research activities. The inappropriability market failure is
stronjly cperative here.

Bot!. kinds of market failures are oncrative in the techrolog,
develornent nhase of riaterials and process development. Coordinaton cf
=0dule desijrars, production process equipient suppliers, and naterials
suppliers (often different firns) are essential if the requisite cost
raductions are to obtain. The device itself could appropriately be the
object of enjineering develonment activities as a market failure exist:
in th2 coordination between photovcltaics medule manufacturers an:
installers.

vhetier the coordinction market failure is serious enouj: ir the
market develooment phase to warrant involveggnt is an open question;
hence our entry of lower case letters for the device and final proluct.
Ther2 are nany institutional problens which night finede diffusion of
piotovoltaics technoloss; problens in hookingy up with the Tocal utilit,,
problems with codes, and possibly insurance problems are a few examples.
Jhile theoretically sufficient, these problens might not be that nuch
worse for photovoltaics than for other technolojies which currently are
bousit and sold in the marketalace. There may be some inappropriability
problens with bein; the first firm to resolve these institutional issues;
again, the seriousness cannct be accurately estinmated.

Once a projram has been established, the same matrix approach car be
used to evaluate hcw well the progran is running or the desfrability of
modifying the program. (These days "modifying" means “cutting®.) The
same basic approach applies: Are the market failures which jave rise tc

the need for the program still serious enough to warrant continuation of
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each activity currently in operation or proposed for addition or
1eletion? Used as such, the matrix provides a convenient device to
ensure that the right question gets asked.

3.3 ‘lanaqenment Issues

As we indicated earlier in our brief characterization of the
literature, 5chmalense (1979) ar;ues that in many cases "imperfections"
in government manajement may be as serious as the market imperfections
these prograns are designed to correct. Jur experience indizates that
this concern is not to be taken lightly. In this section we will exanine
sorne of the conditions required for successful manaje:ent of these
nrograns, drawinj further on the photovoltaics example. .aere
improvenents in the current process are warranted, we will sujgest thenm.
In this connection five areas will b2 discussed: program flexibility,
projran uncertainty, political constraints, and recoumendations for
1anajenent orqganization structure.

1. Program Flexibility

Ine of the central themes of the framework discusson earlier as
that the proper timing of certain governmental activities depends
stronjly on the occurrence of specific events, notably the achievaaent of
certain technolojical milestones (expressed in economic terws) and the
relative econonics of different market segments. Since no one ¢an
perfectly forecast these events, multi-year projram design nust be based
sn an educated expectation of and variance around their occurrcnce
contingent, of course, on budget levels.9 By necessity, then, the

3The best way to make tliese determinators (elicitinj expert
Judjonment) is an important area of research. The record with respect to
cost estiantion has historically been bleak; c.f. .jerrow, Edward, et al.,
A Qeviev of Cost Estimation in lew Technolojies: Imlications for Cner
Process Plants, R-2701-DOE, santa .lonica, taTifornia: The Rand

Torporation, 1979.
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pregranm rust be flexible enoush to be mocified (even terninated) shoulu
expectations or conditions change. For example, should world energy
prices rise faster than expected or should the costs of nuclear enerjy or
coz1-fired power plants become more prohiititive than expected, techinulojy
developrent objectives may be better served by a jreater emphasis on
flat-nlate silicon photovoltaic technoloyy serving central station
utility needs than waiting to make central station enjineerin,
development decisions bas2d arimarily on the availability of
photovoltaics made fron exotic materials (e.g., amorphous silicon).
Conversely, should (for whatever reason) the exaectation of tne
availability of low-cost flat-plate silicon phiotovoltaics shift from 1202
to 1534, then engineering development activities relyin; on flat-glate
silicon technology anc its expected cost should probably also be delayed.

These progran flexibility concerns underscore the need for analysis
and evaluation capability in the manajement organization. Of particular
inportance are costiny capabilities which allo. the detailec exanination
of the effects of scale, materials, and process m:)d'iﬁca'c'icnsl'3 on
product cost, and market analysis tools which estimate mariet po£entia]
based on product performance, price and the cost of alternatives.
Technology and enjineerinj development activities siould include the use
of ficld experinents and controlled markethresearch to calitrate and

verify the results of these analysis tooTs.Tl

1050 for exarnle, .G, Chanberlaﬁn; A lormative Price for a
Manufactured Product: The SAMICS Hethodologz, DOL7JPC=10TZ=7975, Je:
Propulsion Laboratory, Pasadens, January 15, 1979.

11G.L. Lilien, The Diffusion of Photovoltaics: Backqround
Modelingi Calibration ang Implications for wovernment Foiic N
1T'EL ’ro" » '

nergy Laboratory, Cambridge, |lassachusetts, !fay 1578.
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2. Projram Uncertainty

Since one Conjress cannot bind the next, future U.S. legislation

affecting energy market rnust be treated as in part randon.:

Sinilarly, the future actions of states and Fedcral requlatory

authorities are in part unpredictable and thus a souce of risk.

Risk that derives froin the unavoidable unggedictabi]ity of U.S.

jovernnents' actions can be central here.

‘‘hile flexibiliy to respond fo changes in the wariet and technology
is a necessary feature of successful projram management, flexibility to
tie noint of uncertainty can be its undoin;. Jue to the nature of tha
Conjressional authorization-appropriation process, budget level
uncertainty can never be completely eliminated. lecent budget cutting
farvor in llashinjton is an all too painful reminder of this uncertainty.
Arother source of uncertainty is year-to-year chanjyes in internal pregran
budget allocation. In particular, the urje to throw rioney at individual
firns or ideas which promise miraculous results without subjectin; tien
to the saie technical scrutiny or competition as the other alternative
anproaches should be strongly resisted. The process arjuea for in this
chanter is one of predictability, with the option to accelerate or
decelerate as events dictate. Once a fqndanenta] philcsophy and approach
is deternined, however, it should be folloued. This is the essence of
multi-year planning.

Should proﬁran uncertainty be so rampant as to adversely affact

13

orivate investuent decisions, ~ then it can easily be arju2d that

1224chard Schmalensec, Aparooriate Sovernnent Policy Toward
Cormiercialization of :lev Znerqy SuppTy technolojies, .11 cnergy Lab.
Torking Paper 79-052..P, October 19;5. pp. 43.

’3Arguab1y. this was the situation faced by solar heating and
cooling products with the uncertainty surroundiny federal tax cradits
over the last several years. Of course, whether the solar tax credits
vere an appropriate cormercialization tool to be employed at this time is
another natter. .
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program imperfections have merely substituted for market imperfections
«“ith possidly nejative results.
3. Political Constraints

One of the characteristics of U.S. jovernmental activities is that
they consist of some nix of adninistrative and lejislative actions, and
- technslozy developnent is certainly no exception to this. In particular,
as progran activities become publicly visitle, either in the technolocy
or enjincerin; developnent phases, Congressional influence tends to turu
fron general projran budjet concarns to specific project lesign
concerns. O7ten this concern for projram contert stens from what is
considerod to be inaction or lack of aggressiveness on the part of the
adrinistrative au'c!‘.or'i':".]4 This nultiple-authority manageient can bc
disastrous due to the often inappropriate tining of program activities
and internal misallocation of progran resources. HNunmerous exaples also
abound in nearly every technology class of premature pork-barrel
denonstration projects, the failures of which either lead to costl,
overruns or damaged technological credibility or both. Most progra::
narajers see to view these projects as an unfortunate but necessary evil

15

to maintain public (i.e., Congressional) visibility. Perhaps

VThis is rmost certaintly the situation in the creation of FPUP
(Feceral Photovoltaic Utilization Program) where what was considered a
void in JDOC photovoltaic commercialization plans was filled by a pro;ranm

of congressional origin. Host analysts of photovoltaic commercialization
viewed this progran as poorly tined and of questionable desiyn.

5In a totally serious discussion in Chapter V, *Implications for
Congress” of the report by the Jffice of Technology Assessment, The 2ole
of Ueronstrations in Federal &) Policy, 197, p. 45, we find: ¥In
contrast to their Timited use?u!nes§“Té the R&D franework, demonstrations
ar2 considered by many be to politically attractive. Demonstrations
pernit modestly priced responses to emerging political problens; they
are, in a sense, a rieans of symbolic action. Demonstration projects can
show constituents that lashington is doing something for then.
Demonstration may be a neans of delaying policy decisions vhile
additional information--both technical and political-~is accu.ulated.
Jemonstrations are a convenient point of compronise between those who
would do much and those who would do little.”
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aark-barrel projects are unavoidable, but certain actions may help to
nininize their frequency and imyact. First, the elinination of nerceived
Japs in the program approach should serve to minimze the projects
proposad to fill the japs. e think our framework helps accoplish
this. The everpresent nolitical tendency to over-accelerate or eliminate
tachnology develonuaent projrams must be tempered with sound technical
Judguent, which does not always mean catering to "industry" wishes.
Second, the explicit set-aside of a snall amount of program resources for
the purpose of funding unsolicited proﬁosals or "innovative concepts" may
serve as a tool to channel political pork-barral projosals so that they
may Se evaluated against each other and the progran in terns of timing
and technical centent, and thus, limited in size.

Other institutional factors ray place contraints on program i=sign
an<d nanagenent as well. One nanifestation of this constraint could uve
tern~d "inertia for technology losers.” One of the major questions above
concerned the decision to drop losing options. Complicating this
decision is the tnndency of pro ram players to fight to retain support
for their losinj nptions., Political pressure can often be effect%vely
a;pli=d even if all technical and economic judgment indicates that the
orjanization's pet project is a clear loser. Tiis gpplies to non-profit

-
15 sotutions to

rasearch organizations as well as private industry.
ti:is problen are not easy, but it clearly calls for rejular and credible
progran assessment.
4. Orjanization Structure and Goal-Oriented /lanajenent
Several implications for program organization structure should be

——

Vorpis aroblen is, of course, not unique to government sponsored
145, but ray be rmore prevalent there.
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obvious from the previous discussions. First, the requirements of th:
sujzested approach iply that the management of technology developrent
cannot be separated from the manajement of engineerin: or market
develo)rent activities.17 Second, it is probally more desirable to
structure the organization along the lines of our matrix elements, where
clear tasks and roles vis-a-vis private industry can be assijned thun to
attment to nimic a corporate orjenization structure.

A frequent criticicn of commerializetion projrams is that they are
either too "goal-oriented" or that they have no stated objectives
("technoloyy sandboxes"). Certainly, effective manageuent of
technclogicel chanje reguires sone kind of guantitative objectives or
joals to juide decisions, tut whick kinds of goals are appropriatz and
which are not? ‘

Nuerical 3oals are fundamentally manajément tools. Tiey function
as yardsticlis to neasure technological progress and to continuously
compare technology ogtions.]a To be useful in tnis respect, they aust
be easily communicated and flexible (recall that we have a movin;
target). Consider two examples of cormionly uses pro,ran goals: 'price
and quantity.

Since wé have arjued that these programs should be directed at
technolo;y developrent to achieve cost reduction, price goals ($/ki,

17This condition existed within DOZ for many years when separate
Assistant Secretaries were responsible for Znergy Technology and
Conservgtion and Solar Applications. Thic structure has recently been
modified.

1%see U.S, Department of Energy, Federal Policies to Eromote the
Wdidespread Utilization of Photovoltaic Systens, Vol. I1, Chapler -
(prepared cy the Jet Propulsion Laboratory, narch 24, 1950) for a more
coplete discussion.
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$/kiih, $/3tu, etc.) become the ianagement mechanisiis for the measurement
of technological change. Guantity goals (331s, quads, G\, etc.) are
orimarily the measures of successful diffusion into society. It was
argued above that the projram manajer has a much more direct involvenent
in the process during the development shases than during rarket
develoonent activities by their very nature. Thus, from an internal
manajerent point of view price goals seem to be more direct measures of
projran success. Of course, price joal achievenent also reguires private
snctor capital investment and thus market volume, but to assess and
coipare technolojy options with raspect to the price joals merely
requires the tools to make consistent cost/price projections. Juantity
Jcals, on tihc other hand, are much nore sutject to ncn-controllable
actions in the -iarket developnment phase, making their use from a
“anagenent control point of view very cluisy.

The prica goals structure employed in the development of the U.3
ohotovoltaics program is considered by ricst observers to be the chief
factor which contributed to this program's success prior to 1200.
UnTortunately, the recent budjet cutbacks were accompanied by th
elinination of price goals as a program manajenient tool for photovoltaics.

3.1 arket Structure Concerns

Since the concept we are presenting here relies on the jovernuent as
a manager of activities which fundamentally are carried out in the
private sector, it is inportant to consider the supply-side markat
structure. !le have alluded above to vertical integration possibilities.
The purpose of tie follouin) section is to dra. some conclusions abuut
the rcelevance cf market structure concerns in projram desijn and

manazenent,



VIi-2¢

Concern for narlket structure and supply-injustry competition stems
fron basically two factors. The first is the impact of market structure
on continued, further technolojical change in the industry. The second
involves the ability to incorporate and realize th> benefits of current
technological change.

1. Market Structure and Technolojical Change

A very significant literature has been developed on the relationshiy

betwean competition in industries an< the rate of technolojical

1’ We do not review this literaturs here other then to say tha*

chanje.
the results are quite inconclusive. lQesearch shows a correlation between
RLD intensity and hijh industry concentration, but is in unclear as to

he directicn of the cause and effect.ZC

Uhile we canno* conclude that a competitive uerket structurc is
beneficial for future technolgical change, Qe may be able to concluce
that due to the effects of market stucture on pricinj, coupetitive
structures may be vital to the realization of the benefits of
technological chanje through price reduction.

Finally, economics aside, there is a substantial political sentinent
which requires actions that ultiuetely sromote the maintcrance of higlly
corpetitive industries. This sentiment probably cannot be successfully
disrissed.

qiven the need to promote (or at least not inhibit) coipetition, the
lack of a body of theory which adequately describes the relationship

1%50¢ Kainien and Schwartz, “larket Structure and Innovation: A
Survey," Journal of Economic Literature, March 1975.

20See Scherer, F.l., Industrial !larket Structure and Econoiiic
Performance, Rand cNally, Chicago, 1280, pp. 371-375.
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batueen jovernnent policy and market structure (especially in the context
of technological change) makes it difficult to prescribe appropriate
government actions duriny the process of technology development to
promte competition.

In the rermainder-of this part we look at sone of the‘factors
involved in anti-corpetitive mariet structures and some of the
triditional tools used by the jovernnent to deal with them.

2. Anti-Zompetitive Factors

qu the purposes of a brief Jiscussion we separate the factors which
traditionally are considered to be contributors to anti-compatitive
nerket structures into four areas: concentration, vartical intejration,
barriers to entry, and jovernment palicy.

Concentration.’ It is jenerally believed that the aijher the

concentraticn of a particular industry, as measured by one of many
indices and ratios, the qreater the degree of wonojoly ower which can be
axercised by any particular firn., This may —ake some sense in theory,
but is very difficult to discern in practice. The jreatest problen nay
simply be the definition of the industry. The photovcltaics industry,
for exanple, is composed of players froa the oil industry, the
seni-conductor industry, and the electrical service industry, to name a
feu. ow does one measure concentration wvhen the industry memders cut
acrass classifiable lines? Furt:ermore, concentration in a static,
mature industry is fundanentally different fron concentration in an
enerjing one. ile cartaintly have to be worried about the number and
tyoes of firms involved in developing and incorporating the nev
tactnology, but how many should there be and of what t pe?

vertical Intejration. Vertical intejration involves the d2;ree to
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which intermediate production materials and products are produced within
2 given corporate entity or "firri." A highly inte;rated photovoltaics
firn, for example, would refine silicon, produce modules, fabricate
systens and install them on roofs.

While vertical intejration may be desirable in terns of reducing
transaction costs and preventing monopoly price stalemates for the
inteyrating firn, it may harn non-integrated firms by restrictinj sources
of supnly or markets. This problem could exist, for example, if the
firns producin; Tow-cost rav material silicen chose to dedicate their
nroduction to internal module nanufacturing.

Barriers to Intry, Other factors contributin; to anti-coipetitiva

mariet structure include such things as patents or secrecy; the need to
corn:it large amounts of capital on entry; stronj consumer prefcrence
favoring established products, etc. One not mentioned which is relevant
to nau technolegies is the possible barrier associated with econsiiies cf
scale in production. Scale economies may be quite beneficial in terms of
realiziny cost reduction through technology development, but the scalz
may be so large relative to market size that only a few very large firns
can jenerate the captial and sustain (sell) the volume reguired. As an
empirical matter, however, scale economies may not be all that important.

Government Policy. So as not to give the wrong impression,

government regulation independent of program actions may serve as a
significant contributor to non-competitive market structure. It wuill
also becore obvious that there are certain program actions which if
poorly timed could have a serious anti-competitive effect (e.g., product
standards).

3. Techniques Traditionally Available to Promote Competition
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Jespite the lack of an adequate theory, the techniques traditionally
availatle to the governiment corwmercialization projrams to promote
conpetition are four-fold: competitive :ontractihg; small business
set-asides; ~ultiple contract awards; and procuct standards.

Coinpetitive contracting helps to insure couplete consideration and
comariscn of 211 potential bidders' concepts, tecinolojies and products,
but is insufficient to insure that the industry is composec of many
cometing winners.

Small business set-asides insure that lar;e established entities do
not nverwheln srmall, potential entrants, but do not substantially
nitijate many barriers to entry. Furthermore, if some scale eccnonies
are fundamental to cost-reduction and technolegical chanje, it is not
inconceivatle that *t4e technological process is simply not feasiile for
srall ventures and hence small business set-asides may prove detriuental
tn accelerated technological change.

ultinle contract awvards serve to increase the number of players
involved which nmust be a jositive influence on competition, but thay also
increase projram costs substantially. How many awards are appropriate
for any jiven contract? Tuwo, tlree, four?

Interchanjeability broujht atout by product stancards may serve to
nase entry barriers. 3ut if inappropriately tined such stancards nay
inhibit innovation, resulting in a more severe deterrent to entry,

The prospects here look pretty bleak. The theory does not provide
sufficient background to -letermine vwhether these actions are potentially
500d or bad. Compound this uncertainty with the dynamic characteristics
of energing incdustries, and the nrospects for definitive answers to the

market structure concerns in cormercialization progjrans seem reuote.
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About all that we can do here is to call for rore research into these

factors.

4,.C Conzlusion

The econonist needs to make an effort to operationalize his concept
of markat failures in the context of new technolojy developriert. Toward
that end, we have examined the question of th2 agpropriate joverniental
role and found it to contain tuo questions: whether the governnent should
be invclved in a technolo;y-specific way, and if it should, how snould it
design its program for involvement. .hile most analysis te date has
focused solaly upnn the first question, we offer scme persnective on the
second. Further, we have developed some concepts for decompcsing a
techinolojy Jevelopmeht activity into subsidiary activities and develcped
a nmethod for questioning the ajpropriateness of goverﬁmental involvenent
for each of the subsidiary activities. e have deionstrated tihe use of
these concents with a matrix and shown how it could be used with an
exaiple tecknology (photovoltaics). Finally, while we rzise the issue of
measuring the significance of market failures, we do not answer it, but

mer2ly point out its iuportance.
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