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-- Each node (Gai) 
WHILE not finished 
SEQ 

… Selection 
… Reproduction 
… Evaluation 
PAR 

… send emigrants 
… receive immigrants 



 

-- Each Node (Ii,j) 
WHILE not finished 
SEQ 
… Evaluate 
PAR
 … send self to neighbors 
 … receive neighbors 
… select mate 
… reproduce 
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Pareto Ranking For A Minimization Problem 
 



 

Goldberg, David E. Genetic Algorithms in Search, Optimization, and Machine Learning.

 Addison-Wesley Professional, January 1, 1989. ISBN: 0201157675.
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GENETIC tries to maximize a function using a simple genetic algorithm. 
X=GENETIC('FUN',X0,OPTIONS,VLB,VUB) uses a simple (haploid)  
genetic algorithm to find a maximum of the fitness function  
FUN (usually an M-file: FUN.M).  

 



 



 

  
 

 

 
  
 
 

  



 
Given a feasible solution x* with objective 
function value J*, let x := x* with J(x) = J*. 
Iteration: 

while stopping criterion is not fulfilled do 
begin 

• select best admissible move that transforms x 
into x' with objective function value J(x') 
and add its attributes to the running list 

(2) perform tabu list management: compute moves
(or attributes) to be set tabu, i.e., update 
the tabu list 

(3) perform exchanges: x := x', J(x) = J(x'); if
J(x) < J* then J* := J(x), x* := x 

endif 
endwhile 
Result: x* is the best of all determined 

solutions, with objective function value J*. 
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Hybrid Optimization Algorithms:
Use a Combination of “Clubs” to Search Optimum to Leverage the 
Strength of Individual Club. 

Iron Clubs

Wood Clubs

Heuristics-Based:
Rules-Guided Search
Putter

Stochastic-Based:
Simulated Annealing, 
Genetic Algorithms.

Gradient-Based:
SLP, SQP, MMFD, Conjugate Gradient, 
Exterior Penalty,...

Golf Clubs Analogy
Courtesy of Howard Lee, General Electric. Used with permission. 
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More Computers 

+ Hybrid Optim.

Utopia

Practical Optimization Strategy
• Obtain Near Optimum ASAP.

(Assess Uncertainty Margin By Sound
Engineering Judgement)

• Then Search for Possible Alternative 
Optimum if Time/Resource Permits.

Practical Optimization Strategy
• Obtain Near Optimum ASAP.

(Assess Uncertainty Margin By Sound
Engineering Judgement)

• Then Search for Possible Alternative 
Optimum if Time/Resource Permits.

Hybrid Optim.

Genetic Algorithms

Manual Based

Gradient Based

DOE Based

Time (hours, days, weeks)

D
es

ig
n 

Pe
rf

or
m

an
ce

Optimum
(Analytical

vs. True)

Near
Optimum

(Fidelity: Low / High / True? ) 

Fidelity
Limits

Hybrid Optimization Algorithms Allow

to Find Better Designs in Less Time.

Practical Optimization Strategy
Courtesy of Howard Lee, General Electric. Used with permission. 





 


