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Abstract. The contemporary environment and large-scale systems 

challenges motivate research in support of a new paradigm: value 

robustness.  Value robustness is defined as the ability of a system to 

continue to deliver stakeholder value in the face of changing contexts 

and needs.  The authors’ research seeks to develop methods for 

concept exploration, architecting, and design using a dynamic 

perspective for the purpose of realizing systems, products, and 

services that deliver sustained value to stakeholders in a changing 

world.  The research is aimed at improving the development of real 

world systems and systems of systems, and involves deep engagement 

with government and industry stakeholders in the research conduct 

and the transition of research outcomes to industry practice.   
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I. INTRODUCTION 

Value robustness is the ability of a system to continue to 

deliver stakeholder value in the face of changing contexts and 

needs.  The concept of value robustness is responsive to issues 

cited in a number of reports and studies on the challenges of 

systems acquisition over the past decade.  In a workshop held 

several years ago, systems engineering experts explored the 

topic of engineering for a new type of “robustness,” that is, 

developing systems capable of adapting to changes in 

missions and requirements; able to reliably function given 

changes in threats and environment; able to be easily modified 

to leverage new technologies; and scalable and adaptable 

[1,28]. The workshop prompted questions regarding what this 

implies for systems engineering, how this type of “robustness” 

can be measured, and who bears the cost.   

A value-robust system is one that is perceived to be 

successful by stakeholders who continue to receive value from 

the system over time.  It is important to note that value 

robustness can be achieved through system change or lack of 

system change [1].  For example, if stakeholder expectations 

increase, such as the need to have a longer system life, a 

value-robust system would be able to meet this new 

expectation, possibly achieved via over-design (requiring no 

change) or through life extension (requiring a system change).  

Architecting value robust systems requires new methods 

for exploring the concept tradespace, as well as for decision 

making.  Also needed are architecting principles and 

strategies, an approach for the quantification of changeability, 

and an improved ability for architects and analysts to classify 

value for purposes of dialogue and implementation.  Ref. [1] 

provides foundational work in the architecting of systems for 

changeability as a means to realize value robustness.  Selected 

projects within the authors’ current research program are 

building upon this earlier work to evolve methods, strategies, 

and metrics for value robustness.  The value robustness 

approach is being further validated and enhanced through 

multi-domain applications and case studies.  

II. RESEARCH LANDSCAPE 

The research landscape is the overall mental model under 

which research is formulated, performed, and transitioned to 

practice. An appropriate landscape is an important prerequisite 

for successful research endeavors. The academic environment 

within which research is undertaken has significant impact on 

formulation of research programs and their outcomes. 

MIT’s Engineering Systems Division (ESD) is a new kind 

of interdisciplinary academic unit that spans the departments 

within the School of Engineering, School of Science, School 

of Humanities, Arts, and Social Sciences, and Sloan School of 

Management.  The academic unit provides a multi-disciplinary 

venue that is necessary for undertaking research in 

architecting systems using the value robustness paradigm.  

Engineering Systems is a field of study taking an integrative 

holistic view of large-scale, complex, technologically-enabled 

systems with significant enterprise level interactions and 

socio-technical interfaces, encompassing and also extending 

the footprint of systems engineering [2]. Research in 

engineering systems is interdisciplinary in nature, engaging 

faculty, researchers and students from a broad base of 

disciplines and domains.  The engineering systems perspective 

is characterized by four unique perspectives that are important 

to value robustness research:  

1. Broad interdisciplinary perspective that embraces 

technology, policy, management, and social science. 

2. Intensified incorporation of system lifecycle properties, or 

“ilities,” such as sustainability, safety and flexibility. 

3. An emphasis on an enterprise perspective, acknowledging 

the interconnectedness of the “product system” with the 

enterprise system that develops and sustains it. 

4. A complex synthesis of stakeholder perspectives, of 

which there may be conflicting and competing needs that 

must be resolved to serve the highest order system need.  

The authors’ research program, the Systems Engineering 

Advancement Research Initiative (SEAri), is part of the 



 

overall MIT ESD research agenda.  SEAri’s mission is to 

advance the theories, methods, and effective practice of 

systems engineering applied to complex socio-technical 

systems through collaborative research.  One of the key goals 

for the research is to positively impact the thinking, 

approaches, and principles used by designers.  Prescriptive 

methods seek to advance the state of the practice, and are 

based on sound principles and theories, but grounded by 

practical limitations and constraints.  To develop prescriptive 

methods, sound normative principles and theories must be 

developed, in addition to descriptive knowledge regarding the 

current state of practice and constraints, as shown in Figure 1.  

The research involves deep engagement with industry and 

government projects, as described in Section V of the paper.  

 

 
Fig.  1. Underlying Structure of SEAri Research Program. 

III. MOTIVATIONS 

A fundamental goal for systems engineering is to maximize 

the perception of system (or product) success by stakeholders.  

Success can be defined narrowly in terms of meeting 

performance, cost, and schedule expectations, or more broadly 

in terms of stakeholders perceiving benefit given the 

generalized costs of realizing the system.  This broader goal of 

maximizing net benefit requires attention to how value is 

perceived by stakeholders through interaction with the system.  

Understanding how people perceive value is fundamental 

to creating valuable systems [3].  This perspective is 

particularly important with regard to thinking about value 

delivery across the lifespan of a system.  While an assumption 

of static needs, which is often captured in terms of 

requirements, simplifies the creation of systems and criteria 

for success, such an assumption is contrary to how people 

actually perceive value and will inhibit the realization of 

“valuable systems” as needs and perceptions shift with time.  

Since needs are context dependent, affected by changing 

environments and limited access to information, the value 

perceptions of stakeholders will inevitably change with 

changes in context.  Systems success will be difficult when the 

criteria for success—delivery of value--changes over time. 

One approach for dealing with this dynamic problem is to 

design systems for value robustness. When designers have a 

good grasp of the dynamic flow of value, they can develop 

truly long lasting high value systems. The role of a good 

designer is not about technical achievement, but about 

achieving value creation and sustainment using the proper 

terminology, methodology, and metrics.  While foundational 

work has been accomplished, ongoing and planned research 

seeks to evolve and validate Design for Value Robustness 

through application across multiple domains.  

IV. AREAS OF RESEARCH 

The value robustness research program seeks to develop 

methods for concept exploration, architecting, and design 

using a dynamic perspective for the purpose of realizing 

systems, products, and services that deliver sustained value to 

stakeholders in a changing world.  This paper will highlight 

six areas within the overall research: (1) Methods for and 

applications of dynamic multi-attribute tradespace exploration; 

(2) Quantification of the changeability of system designs; (3) 

Architecting principles and strategies for survivable systems; 

(4) Dynamic tradespace exploration of systems of systems; (5) 

Techniques for the consideration of unarticulated and latent 

stakeholder value; and (6) Taxonomy for system ‘ilities.’ 

A. Dynamic Multi-attribute Tradespace Exploration Method 

The value-centric perspective is operationalized in 

conceptual design through the application of decision theoretic 

approaches (e.g., multi-attribute utility theory) to the 

engineering design process—making cost-benefit tradeoffs 

explicit in concept selection [4, 5].  Traditional trade studies 

are insufficient for a comprehensive conceptual design effort 

as these consider a small number of alternative designs.  

Tradespace exploration builds on its application by adding 

computer-based parametric models and simulations, enabling 

comparison of hundreds or thousands of potential 

architectures, as shown in Figure 2 [6, 7]. 

 

 
Fig 2.  Tradespace Plot. Each point represents a design, and is plotted as 

utility versus cost  

Tradespace exploration avoids the limits of local point 

solution trades by providing an understanding of the 

underlying relationship between the decision maker preference 

structure and potential designs [8].  Tradespace exploration 

may be used as a quantitative tool for evaluating the benefits, 

costs, and risks of alternative architectures—informing critical 

front-end decision making.  In addition to evaluating potential 

technical capabilities, tradespaces may also be used to explore 



 

the implications of policy uncertainties [9] and changing value 

perceptions [1].  

Tradespace exploration can be applied to the static case; 

however, higher benefit is achieved through dynamic 

tradespace exploration, wherein the tradespace is viewed as a 

network. Design transition rules can be applied to consider if 

and how to transition one design into another, enabling 

dynamic tradespace exploration as illustrated in Figure 3.  

 

 
Fig. 3.  Point designs in a tradespace can be linked as a network via transition 

rules to assess changeability. 

Implications for Systems Engineering Practice. The 

application of tradespace exploration methodologies provides 

a means to more effectively understand tradeoffs between 

diverse stakeholder needs and possible design alternatives.  

The Multi-Attribute Tradespace Exploration (MATE) 

methodology was developed at MIT for exploring the 

tradespace of possible architectures rather than settling quickly 

on an optimum.  The power of the method comes primarily 

from the ability to quantitatively assess many design choices 

very early in the design process.  This ability allows designers 

and decision makers to explore many design options, and 

prevents focusing on a single “point design” too early.  This 

capability enables quantitative assessment of factors such as 

variability in technical performance and cost, and impacts of 

changes in markets or policy, by allowing exploration of a 

large number of possible situations, including speculative 

(“what if”) scenarios.  Dynamic MATE [1] addresses 

designing for changeability to maintain delivered value in 

spite of system external changes.  The method is suitable to 

application in multiple engineering domains, and has been 

demonstrated to improve design decision making.  Cases have 

been undertaken primarily to ‘single-system’ military and 

space applications, and one current research project is looking 

at application of the method in the transportation domain.  The 

overall implication of this research for practice is that 

designers will have an enhanced ability to consider concept 

alternatives in a rigorous way, not only for the present 

situation but also in considering futures where needs and 

contexts have shifted.  

B. Quantification of the Changeability of System Designs 

A related research topic is the quantification of 

changeability as a contribution to architecting science, 

involving methods that are rigorous and quantitative [10].  As 

described, the dynamic tradespace exploration method is 

predicated on linking designs in a tradespace network.  If a 

design is considered to be a node in a design space of options, 

then the transition paths are arcs that connect that design to 

other design options.  According to network theory, a 

representation of the possible future states for a transitioned 

design can be captured in terms of the outdegree of the design 

in a networked tradespace, which is a count of the number of 

outgoing arcs.  However, counting the arcs alone is not 

enough to account for apparent disagreements between experts 

on the apparent changeability of a particular design.  In order 

to reconcile the disagreement, only transitions at acceptable 

cost should be counted, thereby imposing a filter on the 

outdegree.  A quantification of this subjective changeability is 

the Filtered Outdegree of a design within a networked 

tradespace. The Filtered Outdegree is formed through explicit 

consideration of transition paths between design instantiations 

limited by decision makers’ subjective acceptability thresholds 

for “cost”.  The apparent changeability of a design will differ 

across decision makers based on their thresholds for 

acceptable transition cost. 

 

Implications for Systems Engineering Practice. This 

research provides a construct for quantitatively assessing the 

changeability of candidate designs in tradespaces. A filter is 

applied based on the level of tolerance a decision maker has 

on “effort” to change (typically related to cost) to elucidate 

change paths that are viable.  In Figure 4, the outdegree counts 

the total number of change paths from a given design (as 

shown by the number of arcs exiting the circle) where state 1: 

A, to future designs, states 2: A’, B’, and C’ yields an 

outdegree of “four”.  The filtered outdegree counts the number 

of change paths with acceptable cost, from a given design.  

The illustration shows the acceptability threshold as indicated 

by the dotted box; therefore filtering out unacceptable change 

paths yields a filtered outdegree of “two.” 
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Fig. 4.  Filtered Outdegree is a measure of changeability of a design as related 

to a decision maker’s subjective threshold for acceptable “cost” of change, 

where cost may relate to dollars, time or other such factors 

Use of this construct in tradespace exploration results in a 

metric for assessing the changeability of designs, giving 

designers an analytic construct for making design decisions, as 

well as the ability to compose repeatable and verifiable 

requirements for changeability in a design. 



 

C. Architecting Principles and Strategies for Survivable 

Systems 

Survivability is the ability of a system to minimize the 

impact of a finite disturbance on value delivery.  A third 

project in the area of value robustness seeks to develop and 

test a methodology for the conceptual design of survivable 

aerospace systems [11].  Survivability is an increasingly 

important attribute for systems that must be robust to 

environments characterized by system-threatening disturbance 

hazards.  While disturbances may originate from a wide range 

of artificial and natural environments, a universal challenge 

confronting system architects is the specification, evaluation, 

and verification of systems with critical survivability 

requirements.  Although survivability is an emergent system 

property that arises from interactions among components and 

between systems and their environments, conventional 

approaches to survivability engineering are often reductionist 

in nature (i.e., focused only on selected properties of 

subsystems or modules in isolation).  Furthermore, existing 

survivability engineering methodologies are normally based 

on domain-specific operating scenarios and presupposed 

disturbances rather than a general theory with indeterminate 

threats.  As a result, current methods neither accommodate 

dynamic threat environments nor facilitate communication 

among stakeholders trading system lifecycle cost, 

performance, and survivability.   

In the first phase of the research, knowledge capture and 

synthesis, survivability is conceptualized as a value-centric, 

dynamic system property, generalizing existing definitions and 

theory.  The second phase, theory development, explores 

distinguishing characteristics of survivability and the “ilities,” 

enumerates survivability general design principles [12], and 

operationalizes survivability as a decision metric for 

tradespaces.  The third phase, computer experimentation, tests 

the internal validity of the survivability metrics proposed 

during theory development.  After empirically testing 

completeness of the survivability design principle set, the 

fourth phase, case applications, applies survivability methods 

and techniques to case studies.  In particular, each case 

application includes formal interviews with system 

stakeholders to elicit multi-attribute utility functions; 

consultations with experts to gather sets of potential hostile 

operating environments; computer-based modeling and 

simulation to assess differential cost, performance, and 

survivability of candidate system architectures; and global 

sensitivity analysis across different system contexts. 

 

Implications for Systems Engineering Practice.  A first area 

of contribution to practice is a framework for precisely 

defining and relating survivability to other systems “ilities,” 

along with a prescriptive set of general design principles, 

illustrated in Figure 5 in the context of temporal usefulness in 

a disturbance lifecycle.  The implication for the practice is an 

improved ability to articulate, understand, and design 

survivable systems.  

 
Fig. 5. Mapping of Preliminary Survivability Design Principle Set to 

Disturbance Lifecycle 

A second area of contribution extends the dynamic multi-

attribute tradespace exploration to survivability.  By making 

tradeoffs between cost, performance, and survivability 

explicit, the multi-dimensional tradespace provides a powerful 

framework for exploring a large set of alternative 

architectures.  The expected result is an enhanced ability for 

system architects to communicate trades among cost, utility, 

and survivability to senior decision makers.  This research 

focuses on aerospace and space systems, though it is expected 

that generalized principles will ultimately be derived from 

further research across domains.  

D. Dynamic Tradespace Exploration of Systems of Systems 

This fourth research area seeks to contribute to prescriptive 

design methods for Systems of Systems (SoS), building on 

existing tradespace exploration methods described in Section 

IV.A, extended for SoS considerations.  Three key differences 

between SoS and traditional systems are considered in the 

research: stakeholder analysis, dynamics of SoS composition, 

and presence of legacy and new constituents. 

Dynamic tradespace exploration is suitable for extension to 

SoS, as it encompasses desirable qualities.  It allows for 

comparison of multiple concepts within the same tradespace, 

which is essential for SoS.  As the method puts less emphasis 

on optimization, but rather provides a set of high benefit at 

cost solutions, the designer can observe the changes in 

benefits and costs that occur when the dynamic SoS changes.  

It provides a useful means to study changeability 

characteristics of the SoS over time, and can help identify SoS 

designs that are value robust to changes in constituent system 

membership, expectations, and contexts over time.  

Due to a possibly large stakeholder set, a SoS designer is 

confronted with a complex multi-stakeholder problem during 

stakeholder analysis.  Multi-stakeholder negotiations may 

require aggregating and trading the preferences of decision 

makers, depending on the relations between the constituent 

local and SoS global stakeholders.  The designer must 



 

incorporate local and global distribution of costs and benefits 

into a multi-level value proposition for the SoS [13]. Studies 

to date have only considered a few stakeholders, usually 

focusing on the primary decision makers for the system [8, 14, 

15, 16].  In collaboration with an industry partner, a case study 

with a larger number of stakeholders is currently being 

investigated and will inform further development of the SoS 

tradespace method.   

The dynamic tradespace exploration method accommodates 

changed expectation levels and design concepts very easily 

and quickly, enabling decisions for design or redesign of a 

SoS while it is in operation.  Epoch–Era Analysis, shown in 

Figure 6, as part of the dynamic method [17], provides insight 

into when in the evolution of a SoS new systems may need to 

be added, and when investments should be made in new 

technologies.  With Epoch-Era Analysis, the SoS lifetime is 

divided into a series of epochs, which are defined as time 

periods when significant system design characteristics, 

expectations, and context variables are fixed.  Multiple 

consecutive epochs can be strung together to create an era, 

which represents a longer run view of the system evolution.  

Within each epoch, static analysis can be done to evaluate 

various designs.  Significant changes in the SoS or the SoS 

context – such as a constituent system joining or leaving the 

SoS – can be represented by defining a new epoch.  Path 

analysis within each epoch can help identify paths to SoS 

designs that provide high value delivery to the SoS 

stakeholders.  

 

 
Fig 6.  Epoch-Era Analysis.  Each epoch has fixed context and expectations.  

Value of the system may degrade in a new epoch, but changing the system 
may restore value. Utopia trajectory is the optimal value delivery at least cost 

strategy across epochs.  

Implications for Systems Engineering Practice. Over the 

last decade, the need for and interest in SoS has grown 

significantly.  The US Department of Defense has recently 

increased its focus on methods of SoS design due to increased 

emphasis on integrating assets across forces and incorporating 

new technology to create multi-domain systems [18].  Multi-

modal transportation networks in the public sector are another 

example of SoS designs [19].  Many commercial product and 

service companies now invoke the SoS paradigm in moving 

toward integrated solution offerings. 

SoS involve intensive decision making at multiple levels.  

Unlike traditional systems where tradespace exploration is 

most useful early in the lifecycle, SoS efforts require more 

continuous tradespace exploration as constituent systems enter 

and exit the SoS.  SoS programs involve numerous and diverse 

decision makers, and creation of a shared value proposition 

necessitates a formal and rigorous approach to discussing and 

revealing SoS costs and benefits.  Currently there is a lack of 

rigorous systems engineering methods for designing these 

types of complex, dynamic systems [20].  Many qualitative 

descriptions of SoS exist in the literature, but only heuristics 

and guiding principles have been suggested with regard to SoS 

design methods.  New prescriptive approaches for addressing 

SoS problems through leveraging previous work in tradespace 

exploration will add significantly to the emerging practices for 

SoS engineering.  

SoS are typically composed of both legacy and new 

systems, as well as existing and newly-designed interfaces 

between constituent systems.  The SoS designer may not have 

the ability to affect enhancements and upgrades to legacy 

systems or interfaces.  For the SoS designer, the ‘system shell’ 

concept [21] may be a useful construct when a constituent 

system design cannot be altered.  By designing a shell, or 

wrapper, around the legacy system, it can more easily be 

integrated into the SoS and interfaced with other constituent 

systems without adversely affecting the legacy operation.  

This concept may also make it easier to switch components in 

and out of a SoS with minimum impact on the SoS operation. 

Epoch-Era Analysis shows promise as a useful method for 

rapidly-evolving SoS, as the analysis can be quickly redone as 

strategic selection criteria and epoch boundary definitions 

change over time.  This analysis may help identify SoS 

designs that are value robust to changes such as constituent 

systems joining and exiting the SoS, and help SoS designers 

devise strategies to transition to such designs. 

E. Unarticulated and Latent Value  

The design of value robust systems involves the elicitation 

of stakeholder values through direct means as well as through 

observing the system in use.  In exploring design tradespaces, 

both unarticulated value, that which is not explicitly 

communicated to system designers, and dynamic value, that 

which changes over time, are not traditionally addressed 

through static analyses. Uncovering unarticulated values in the 

mind of stakeholders, as well as latent value in a system 

design will increase the likelihood that a system will continue 

to deliver value over time. 

The discovery of latent value can have a positive impact on 

value robustness, and can additionally be a source of 

innovation.  An example of this type of innovation is the 

experience of Nokia phone designers visiting in China, where 

it was observed that customers were using the light from their 

phone display in dark hallways in order to see and unlock 

doors.  As a result, designers added a penlight to some phones 

as a new feature [22]. 

The research focuses on the approach of ensuring that 

system designers account for future changed value perceptions 



 

by thinking about these attributes according to the ease by 

which the system can display them.  Since attributes can be on 

function or form, to “display” an attribute means that the 

system “does” or “exhibits” the attribute.  For example, an 

attribute could be the color of the system, or the spatial 

resolution of the images it generates.  The cost to display these 

attributes is how much it takes to either have or change color, 

or have or change an image spatial resolution.  The attribute 

class spectrum from least to most costly include articulated 

“designed for” class 0 attributes, latent value class 1 attributes, 

combinatorial value class 2 attributes, accessible value class 3 

attributes, and inaccessible value class 4 attributes [23]. 

 

Implications for Systems Engineering Practice.  Over time, 

decision makers may change their mind on the attributes that 

provide value. The system that can change displayed attributes 

to match these new expectations will provide more value than 

a system with a fixed attribute set.  Displaying matching 

attributes does not necessarily require a physical system 

change, especially if the system already contains latent value.  

More generally, however, a system may not have the attributes 

as latent value and must respond to changing expectations 

with system change. 

The achievement of value robustness can be accomplished 

through either passive or active means.  Passive value 

robustness can be achieved by developing “clever” systems, 

with a large set of latent value attributes, increasing the 

likelihood of being able to match new value expectations 

without requiring a system change.  Active value robustness 

can be achieved through a strategy of pursuing designs with 

increased changeability and accessibility to likely high value 

regions of a tradespace.  As value perceptions and 

expectations change, the active value robust system can 

change in order to display newly desired attributes. 

The implications of this research are to improve the 

practice through more rigorous constructs that characterize 

system attributes in a spectrum in terms of their cost to 

display, including both articulated and potential attributes, 

such that designers can better make decisions.  The ability to 

more effectively explore unarticulated and latent value can 

uncover essential needs and desires of stakeholders early in 

the process, which reduces dissatisfaction with the system 

later in time, as well as potentially increasing the latent value 

or decreasing the cost for a system to match newly revealed 

expectations.  Observation of how stakeholders leverage latent 

value for systems in use or in early experimentation is an 

important source of innovation. 

F. Taxonomy for Enabling Stakeholder Dialogue on the Ilties 

While meeting requirements in a static context remains 

important, the performance of systems is increasingly defined 

by an ability to deliver value to stakeholders in the presence of 

changing operational environments, economic markets, and 

technological developments. Ref. [24] describes temporal 

system properties, the “ilities,” as reflecting the degree to 

which systems are able to maintain or improve function in the 

presence of change, and emphasizes that the “ilities” constitute 

a rich research area for improving value delivery over the 

system lifecycle.  The “ilities” are particularly critical to 

systems characterized by high cost, long lifecycles, high 

complexity, interdependencies with other systems, and 

dynamic operational contexts. 

While most decision makers would agree that the “ilities” 

are important, they are neither well-defined nor easily 

evaluated in isolation.  While some valuation methodologies 

do exist (e.g., real options for flexibility [25]), there is a need 

for a holistic framework for describing and evaluating systems 

with these properties.  Each of these “ilities” has in common 

the concept of “change.”  It is the “what is changing” aspect 

that can be used to differentiate among the “ilities.”  Research 

has defined and elaborated a number of the “ilities,” and is 

ongoing to conduct empirical descriptive studies of these in 

practice, with the intent to derive principles and insights into 

how these “ilities” interrelate [24].  In the research, each is 

examined in a rigorous and comprehensive manner, as 

described in Section IV.C for the case of survivability. Other 

examples of “ilities” of interest include:  

 

1. Robustness is the ability of a system to maintain its level 

and set of specification parameters in the context of 

changing system external and internal forces.  Robustness 

is determined by the sensitivity of chosen system 

specification parameters to context changes.  A particular 

type of robustness, value robustness, is the ability of the 

system to maintain value delivery in the face of changing 

system external and internal forces, including stakeholder 

expectations. 

2. Versatility is the ability of a system to satisfy diverse 

expectations on the system without the need for changing 

form.  It is a measure of a system’s inherent, or latent, 

value to a possibly diverse set of expectations over time. 

3. Changeability is the ability of a system to alter its form—

and consequently possibly its function—at an acceptable 

level of resource expenditure (time, money, materials, and 

level of effort). 

4. Flexibility is the ability of a system to be changed by a 

system-external change agent.  Adaptability is the ability 

of a system to be changed by a system-internal change 

agent.  The system boundary definition serves to 

distinguish between a flexible-type change and an 

adaptable-type change. 

5. Scalability is the ability of a system to change the current 

level of a system specification parameter.  Modifiability is 

the ability of a system to change the current set of system 

specification parameters. 

Implications for Systems Engineering Practice.  Through 

clarification of the variety of “ilities” in an analytic frame, a 

better dialogue is enabled among stakeholders, system 

architects, and analysts.  The acquisition and development of 

systems is inhibited by lack of clarity in the definition and 

evaluation of “ilities”.  A Request for Proposal in the 

acquisition of a system may call for the system to be 



 

“flexible,” but this property is ambiguous and not measurable.  

A first step to improving the engineering practice is to be able 

to have a precise dialogue about the desired system property, 

and to be able to specify it in unambiguous and quantitative 

terms.  The taxonomy [10] can ultimately lead to the 

normative specification of the “ilities,” such that prescriptive 

approaches can then be developed, including explicit 

specification, quantification, and verification of “ilities” 

system requirements. 

V. RESEARCH ENGAGEMENT MODEL 

The value robustness research involves many system 

stakeholders and necessitates an understanding of real world 

system contexts.  Therefore, the authors have purposely 

architected the overall research program to involve deep 

engagement with sponsors and partners.  

One ongoing project in partnership with a local defense 

company is focused on extending the dynamic tradespace 

exploration for SoS.  While conducting research to enhance 

the methodology, there is a parallel effort focused on “tuning” 

the methodological approach for the industrial environment 

and its culture.  In addition to enhancing the methodology 

itself, the project is resulting in learning about barriers and 

successful strategies for transitioning academic research to 

industry practice, and accommodating the cultural factors that 

come into play.  By observing the real time interplay of 

practicing engineers and academic researchers, the result is 

new knowledge on the enablers for collaborative research, as 

well as a better method.  The research serves a threefold 

objective: (1) to contribute to the sponsor’s capabilities in 

tradespace exploration; (2) to further validate and enhance the 

MIT method; and (3) improve practices for collaborative 

research. 

The SEAri research group embraces a philosophy of tightly 

coupling discovery and learning, with impact of research on 

art and practice.  While researchers and students may engage 

in individual sponsored research projects, there is an emphasis 

on collaboration and knowledge sharing for synergistic 

research outcomes.  Impact to practice is fostered through 

direct collaboration with corporate and government sponsors. 

VI. DISCUSSION  

There are several new research directions that are planned 

for the overall value robustness area.  Dynamic MATE has 

been applied to date in aerospace and space domains.  A new 

project is applying the method to the transportation domain.  

In the future, researchers expect to apply this method to 

several other domains, which will serve to further develop and 

validate the method as generally useful and domain neutral 

[26].  Another planned research direction is to evolve 

characterization of architecture approaches for increasing 

changeability [27].  This work will ultimately lead to a 

designer’s “toolkit” for changeable design.   

Related research in the area of socio-technical decision 

making has resulted in an approach for achieving value 

robustness through the design of systems using natural value-

centric time scales, as defined by their contexts, for 

conceptualizing system timelines. This approach, Epoch-Era 

Analysis, provides for visualization and a structured way to 

think about the temporal system value environment [17].  This 

type of analysis is central to the tradespace exploration process 

for system design comparison and selection, invoking passive 

or active value robustness design strategies.  The analysis can 

also serve as a socio-technical bridge, integrating tradespace 

exploration activities of architects with those of analysts, 

which are often independent efforts.  New research involves 

an in-depth application of Epoch-Era Analysis for 

enumerating many possible system futures in a case study for 

a US government agency, further evolving the underlying 

theory. 

VII. CONCLUSIONS 

Value robustness has been defined as the ability of a 

system to continue to deliver stakeholder value in the face of 

changing contexts and needs.  This concept is important for 

addressing challenges of the contemporary environment and 

large-scale systems [28].  The authors’ research seeks to 

develop methods for concept exploration, architecting, and 

design using a dynamic perspective for the purpose of 

realizing systems, products, and services that deliver sustained 

value to stakeholders in a changing world.   The research aims 

to improve the development of real world systems and systems 

of systems.  It involves deep engagement with industry and 

government sponsors in the research conduct, as well as the 

transition of research outcomes to industry practice.  As the 

world grows ever more complex at a faster rate, with new 

technologies and diverse stakeholder groups, interconnected 

systems, and the growth of more and more SoS, system 

designers will need to embrace designing for value robustness 

in order to ensure dynamic system success. 
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